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Introduction 

The question of how technological innovations shape the different aspects of life is not new. 

From the beginning of history, new technologies meant an advantage over other groups. 

Technological innovations helped humankind in hunting, warfare, and food production; they 

made us capable of extending our frontiers and lifespans. New technologies and innovations, 

therefore, can be viewed as beneficial for society or a constant threat that others can use 

against us. Research about technological innovations involves research on power, necessity, 

creativity, adaptation to new situations, networks, and what connections we can find among 

all these aspects. It is tempting to try to tell what the future might bring, but the context is too 

complex (Bell, 1999; Borup et al., 2006). 

The topics of artificial intelligence, its effect on our current way of managing our life and 

work, its promises to alter these practices, and its benefits and threats are the focus of public 

debate, popular science, and pop culture. One of the most popular topics is the relationship 

between the development of AI and the future of work. In their article about the future of 

employment, Frey and Osborne started a wave of intensive debate. They state that almost half 

of all US employment is in danger of computerization (Frey & Osborne, 2013). The OECD 

working paper on the risk of automation for jobs in OECD countries is much more cautious 

about the extent of change. The report found that low-skilled employees will face the biggest 

change in their working patterns, which is the biggest challenge to be prepared for, but in 

general, the possibility of an enormous workforce being left without a job is very low (OECD, 

2016).  

In his article about the necessity of reconfiguring discourses regarding artificial intelligence, 

Z. Karvalics László criticizes these authors for being “alarmists” and presenting a dystopian 

picture of the future where super intelligent, artificial intelligence-led robots will demolish 

humankind. Even more moderate “navigationists” hint that without elaborated and well-

planned supervision, such intelligent robots can turn out to be dangerous instead of helpful 

and like the extension of human intellect (Z. Karvalics, 2015). In her review of the books of 

Ford, Susskin and Susskin, Brynjolfsson and McAfee and Urry, Judy Wajcman articulates her 

opinion that while drawing a negative outcome of automation and robotization on humankind, 

none of the authors give voice to the concern of the power concentrated in the hands of only a 

few corporations and the social consequences of this fact (Wajcman, 2017).  



In my research, I will investigate the connection between AI and relevant technologies and the 

future of work debate from a unique point of view through the eyes of Hungarian IT 

professionals who have cutting-edge knowledge about the latest improvements in AI. My 

reason for doing so is manifold. The literature on the topic of the future of work is written by 

a wide range of experts, each adding different points of view from their respective fields of 

expertise. In most cases, the central question is whether robots will take over our jobs. 

Depending on the side they take, authors either reason that a transformative and radical 

change is about to come that will drastically lower the proportion of humans in the labor 

market, causing unforeseeable consequences (Frey & Osborne, 2013; Ford, 2017; 

Brynjolfsson & McAfee, 2016; Huws, 2014) or on the contrary, arguing against such 

statements and in favor of a slow, manageable transition (OECD, 2016; Kelly, 2023) and 

rarely taking the third path and urge for the coming of an entirely machine-based economy to 

free humankind from the drudgery of economically forced labor (Bastani, 2019). Most of the 

literature focuses on general statements written by academics from the global north, with 

limited examples from Africa (Chigbu & Nekhweva, 2021), Mexico (Lovett et al., 2004), or 

India (Bisht et al., 2023; Lingmont & Alexiou, 2020). Data from the European Commission 

engages with broad topics and provides data that helps to position Hungary within Europe. 

Still, the macro-level nature of the data does not allow us to make nuanced statements about 

the participating countries (European Commission,2020, 2021).  Seminal work of Hungarian 

researchers (Tardos & Ságávri, 2021; Keszey &Tóth, 2020; Makó & Illéssy, 2020; Illéssy et 

al., 2021; Fehér & Veres, 2022) was therefore of great help to draw many-layered pictures of 

the Hungarian context in relation to the future effects of AI and automation. Through research 

done in Hungary, we can learn the perceptions and expectations of a wide range of 

professionals, from blue-collar factory workers to engineers and management to 

representatives of the trade union (Tardos & Ságávri, 2021; Keszey & Tóth, 2020) and 

members of the Hungarian AI Coalition (Fehér & Veres, 2022) while the official report on the 

AI strategy of the Hungarian government reflects expectations of the political field 

(Magyarország Mesterséges Intelligencia Stratégiája 2020-2030, 2020). This PhD dissertation 

is part of OTKA research no. K131733 entitled Visions of artificial intelligence and society 

and, therefore, part of a series of scientific investigations using various methodologies 

targeting different society groups. Investigations have been done on the expectations of young 

Hungarian adults (Vicsek et al., 2022). AI specialists participated in a backcasting workshop 

that utilized their expectations about an optimal future (Pintér, 2023), and this research used 

scenario-building. The team members helped prepare the methodology used in the 



dissertation, as one of its cornerstones was to map foresight methods suitable for research. 

They constructively commented on the preliminary versions of the publication made from it. 

As can be seen, there was one missing piece from the social spectrum: those working and 

developing the technology at the heart of all the debate. There is research on how AI 

developers vision the future in general (Vaast, 2022) about their relationship to ethical 

questions in AI development (Duke, 2022; McDonald & Pan, 2020; Metcalf & Moss, 2019; 

Pant et al., 2022) but the issue of the future of work and AI through the lens of AI developers 

is not broadly researched. Although Hungary is not at the front of AI development (Vértesy, 

2020), IT professionals, especially those specialized in AI, are positioned of fundamental 

importance in the future of our country (Magyarország Mesterséges Intelligencia Stratégiája 

2020-2030, 2020; Századvég, 2022). IT professionals and specialists in AI are the humans 

behind all our debates regarding the future of work, from headlines about unethical, 

discriminatory applications of AI to its undeniable success in science. Therefore, their visions 

and expectations must be mapped out and investigated in detail. In contrast to laypersons 

whose expectations can be influenced by many, not scientifically accurate resources or 

economists who are not necessarily required to have a deep understanding of the technical 

background behind AI, IT professionals are supposed to have a clear understanding of AI's 

possible or probable future outcomes. Their knowledge of economic, political, or ethical 

issues might influence or alter their positions, which also have to be part of the research since 

their prepositions regarding AI's technological and moral limitations can be decisive 

regarding innovation's path. Lastly, Hungarian IT professionals can be positioned in a state of 

“in-between” from two different points of view. First, while Hungary currently is not at the 

core of AI development (Vértessy, 2020), Hungarian AI developers are elite IT professionals. 

Secondly, while they are employed by the companies that are key players in the field, 

Hungarian offices, being mostly subsidiaries, have limited power over decisions regarding 

development directions (Tardos & Ságvári, 2021).  

Theoretical background 

For social scientists, research on future events or outcomes is difficult since we want to 

enquire more about something in the realm of the “not yet” (Brown & Michael, 2003). 

Although we cannot foresee what the future holds, we can investigate what people imagine 

will happen in the present and how their expectations about the future interact with their 

decisions in the present. While in the past, the future belonged to God(s) and therefore was 



seen as something that humans cannot have power over, in modernity, especially after the 

industrial revolution and in modern capitalist systems, knowing as much about the future as 

possible is essential. (Beckert, 2016). Expectations have performative roles in our lives since 

they affect what we do in the present to achieve an imagined future state that we anticipate. 

(Birch, 2017; Borup et al, 2006). Concepts of fictional expectations and imagined futures 

were introduced by Beckert (2016) to describe how people try to find viable solutions for the 

future in our modern, fast-paced world with high levels of uncertainty. Fictional expectations 

are interpretative frames that can aid actors in their decisions when navigating vast numbers 

of opportunities and outcomes and map plausible actions in a fictional realm of the future 

interwoven with uncertainty. The role of experts is undeniable when achieving the lowest 

level of uncertainty is pivotal. Although we can never achieve total certainty regarding the 

future, the imagined future created by experts and their expectations have performative effects 

on a vast number of others, as it is commonly believed that their expectations are the most 

probable ones (Beckert, 2016). Based on this theory, in a world where the future is open and, 

therefore, the variation of future outcomes is high, when achieving the lowest level of 

uncertainty means an advantage against others and where experts’ expectations and visions 

about future outcomes are widely accepted and followed, what today is IT specialists expect 

can shape our future.  

Since our future is in the realm of the “not yet,” first, we might look at visions about the 

future created in the past. This approach can demonstrate the logic of previously created 

imagined futures and give additional evidence to the fact that most of the expectations of 

experts of any given historical period are usually inaccurate (Beckert, 2016). In accordance 

with the sociology of expectations, visions, and utopias reflect how thinkers, philosophers, 

and writers perceived the future. Suppose the future is believed to be closed, meaning that it is 

predetermined and it is impossible to change it. In that case, the topic of the future of work 

and society is positioned in an imaginary future state, far in the unforeseeable time of 

humankind, or depicted as an alternative present in an alternative world. There is a 

transitional period when the future is still in the hands of God, but our actions in the present 

and their plausible outcome in the future can be accepted as a sign of God’s favorable plans. 

Once the perception of the future opens up and it is believed to be changeable, visions start to 

search for the answer to what will happen. The reason behind this can be explained by the 

importance of uncertainty in the open future (Adam, 2008). Therefore, the second part of the 

Background chapter lists some of the most well-known utopias of the past. The basis of the 



analysis is the presence of the following aspects: the perception of work in general, the 

quantity and quality of work in the future, the role of technology, and how equality is 

depicted. Throughout history, work was generally believed to be drudgery either because it 

was done out of necessity or because of its high quantity. Utopias always aim to reach a state 

where work is a way of self-expression with as little toil as possible. With fewer hours spent 

on working comes the improvement of its quality. Technology is always described as the key 

to a better future, and its substituting potential for human labor is favorable exactly because 

the goal is to minimize hours spent at work for people.  (Granter, 2009; Ransome, 1999; 

More, 2018; Fourier, 1971; Keynes, 1930; Gorz, 1985; Bastani, 2019). The topic of equality 

is present in the utopias of the past, although its extent is narrower than what our modern 

society expects. White Christian men are the base group of equality, while women, children, 

slaves, or foreign workers are depicted as tools or left out from the description of the 

imagined future (Fourier, 1971; More, 2018).  

After outlining past visions of the future, the third part of the Background chapter moves on to 

contemporary visions. This part of the research paper aims to give a well-rounded 

understanding of the future of work debate by reviewing the opinions of social scientists, 

economists, laypersons, and other experts. One obvious lesson of the literature is the 

complexity and diversity of analysis on the topic in recent years. As it is often mentioned, 

there are three main groups of opinion under many different labels. Typologies created by 

Firth and Robinson (2020) or Boyd and Holton (2018) attempt to organize authors of the topic 

into categories based on the similarities they show in their logic to simplify the main 

perceptions, but sometimes, even the typology creates chaos. Although there are many 

nuances in the different discussions, there are three main groups. Those who represent a 

pessimistic view on the future of work mostly see a radical, unstoppable change in the future 

with high numbers of unemployed since it will be more rational to “employ” robots from a 

financial point of view. The jobs remaining in the hands of humans will be of lower quality, 

and because AI will be able to take over jobs from white-collar sectors, there are no other 

sectors to move (Frey et al., 2013; Ford, 2017; Brynjolfsson & McAfee, 2016; Schwab, 

2016). On the other side are those who either expect no radical changes or improvement in the 

quality of work due to enhanced working conditions achieved by AI and related technologies 

(Geels & Schot, 2007; Ransome,1999; Bastani, 2019; Miller & Atkinson, 2013). In the 

middle are most of the economists writing about future technological outcomes who are not as 

pessimistic about the range of change as the pessimists but not so sure about the definitive 



positive effect of technology on the quality of work (Gordon, 2014; Taylor, 2018; Arntz et al., 

2019). Although this part enlists a wide range of viewpoints and shows data from various 

sources, there is still an opportunity to point out some of the weaknesses. First, there are 

potential flaws in the data from which extrapolations and calculations are made. When an 

entire model builds on the classification of jobs or tasks, the relevance of that dataset is 

crucial, and an outdated set of information can lead to false forecasts. Secondly, the 

importance of unemployment rates is overemphasized, and the growing numbers in the gig 

economy or precarious jobs are downplayed or ignored. Economists routinely use units of 

products when considering ways of productivity gains and redistribution, but AI-generated 

wealth is not feasible for this kind of calculation. There is no precise measure to describe the 

unit of production made by the Big Five per country. Profits are created in many locations by 

an army of the cyber proletariat. (Huws, 2014; Dyer-Whiteford et al., 2019; Ernst et al., 

2019). Third, the positioning of the education system as the center of positive change (Frank 

et al., 2019; Spencer, 2018; Ernst et al., 2019) might appeal to many of us, but because of the 

slow nature of change that can be achieved through it, there should be a long term, mutually 

accepted vision based on which an entire system could be reshaped. Finally, there is a clear 

techno-deterministic viewpoint throughout the literature that takes the development and 

deployment of new technologies as an inevitable fact and amends the current systems or 

delegates the task of fixing humans to fit into the new requirements of technology.  

IT professionals are not at the center of the above-mentioned literature since most of it 

articulates concerns regarding the future of low-skilled workers and easily automated jobs, 

and their prospects in the future are not perceived as evidently positive. It seems that IT 

professionals are the best prepared for the coming of an AI-led economy, and if pessimists are 

correct and robots take our jobs, they will be the last members of the human workforce. They 

are highly educated and have acquired the necessary skills to work on- and with AI or at least 

have a high level of computer literacy. Their preparedness and favorable position mirrored the 

high demand for IT professionals (Atkinson & Meager, 1986; Bell, 1999; Ford, 2017; 

Susskind & Susskind, 2018; Brynjolfsson & McAfee, 2016; Schwab, 2016; Dyer-Witherford 

et al., 2019; Ransome, 1999; Frey & Osborne, 2013). While all these facts are true to them, 

the question is whether technology can improve to a level that makes even them redundant. IT 

professionals are key to developing and using novel technologies to a certain point, after 

which the simplification process comes to make that technology more available for wider but 

not tech-savvy employees working as members of a global cyber proletariat. This process can 



shrink the number of essential IT professionals, and eventually, an AI capable of writing 

codes might even replace them (Huws, 2014; Dyer-Witherford et al., 2019). 

The next part of the Background chapter gives an overview of the Hungarian context to shed 

light on the details and peculiarities of the environment in which research participants 

navigate daily. Looking at the data presented by PwC Hungary (2019) and Makó and Illéssy 

(2020), it becomes obvious that the high proportion of jobs in manufacturing and construction 

puts Hungary’s economy in a vulnerable position if the “robots take our jobs” scenario 

becomes true Automation will first strike those traditionally white-collar jobs mostly held by 

females, which consist of simple computational or administrative tasks, while the blue-collar, 

male-dominated industries will be the last to fall for automation (PwC Hungary, 2019). Makó 

and Illéssy looked at the same phenomena but used a different methodology. Instead of 

looking at industries, they distinguished jobs based on their complexity. This mode of 

grouping occupations aims to prevent the mistake of stating that an entire industry shares the 

same level of skill sets and professional backgrounds while, in truth, manufacturing or 

construction involves both high- and low-skilled and educated labor force (Makó & Illéssy, 

2020). Data focusing specifically on the level of IT usage at firms and computer literacy of 

the citizens show that while the technicalities are readily there to enable the use of the internet 

and Hungarians generally believe that ICT development is beneficial for society in general, 

most of the population only have basic computational skills. The high demand for IT 

professionals with advanced, AI-related levels of proficiency and the perception of high 

expenses of introducing AI technologies prevent Hungarian firms from entering a more 

technologically up-to-date way of production (European Commission, 2020, 2021). 

Considering the importance of manufacturing and automobile industries in Hungary’s 

economy and pairing this fact with the founding of the PwC report (2019) and research of 

Makó and Illéssy (2020), studies conducted by Tardos and Ságvári (2021) and Keszey and 

Tóth (2020) about the perception of managers, workers, and trade union representatives 

regarding automation was essential for my research. Managers seemingly shared the 

expectations of the “not real change” group (Boyd & Holton, 2018) and pointed out that in 

Hungary, firms struggle with the shortage of IT professionals; therefore, the threat of robots 

taking human jobs is not real. While the lack of sufficient IT personnel is a real problem, 

management also hinted that until human labor is cheaper and readily available, the 

headquarters probably won’t finance the deployment of new technologies. Managers in both 

industries found AI and robotics to be a challenge and showed a positive attitude towards it, 



while blue-collar workers were more restrained or negative and articulated their fear of being 

replaced by robots (Tardos & Ságvári, 2021; Keszey & Tóth, 2020).  

The section on lay expectations starts from the premise of the sociology of expectation, 

stating that expert visions have a performative role that helps society to create a mutually 

imagined future towards which we aim to go (Beckert, 2016). If this statement is true, then 

images of this imagined future should also be present in laypersons' expectations. Research 

collected from various geographies showed that people’s location and perceived possibilities 

to change their situation were focal in their future expectations. One general edification is the 

rejection of the pessimist “robots will take our jobs” narrative (Lovett et al., 2004; Keszey & 

Tóth, 2021 Winkelhaus et al., 2022; Chigbu & Nekhwevha, 2021; Vicsek et at., 2022) which 

doesn’t mean that participants were optimists about how technology will affect their work life 

(Bhargava et al., 2021; Bisht et al., 2023). 

Preliminary Assumptions 

There are two main fields of inquiry: the presence of mainstream discourses in the accounts of 

Hungarian AI developers and IT professionals and their ethical considerations regarding 

future outcomes. The general assumption of the research is that participants won’t differ in 

their logic from Western experts in that they will perceive work as an essential value in 

society and will have a general optimist view of AI and its effects on the world of work. 

Research questions investigating AI developer's ethical considerations do not have a 

hypothesis since these topics are examined through open questions to give space for the 

participants to answer freely.  

Methodology 

The fourth chapter of the dissertation covers the methodological background. In its first part, 

a summary is provided about different, previously used techniques in social sciences to 

investigate topics related to the future. Later, there’s an overview of forecasting 

methodologies and a presentation of scenario-building.  

Using scenario-building combined with the interviews enables the researcher to harness the 

positive aspects of both methodologies to get a better-rounded view of the topic of the 

research. Interviews will be essential in many ways. First, in contrast to the DELPHI method, 

one interview can cover all the different topics, and the researcher has the opportunity to ask 



for further details in case an unexpected topic arises or the participant would overlook issues 

that are otherwise important for the research. The anonymity is still ensured, and we don’t 

have to worry about peer pressure. Also, the semi-open interview structure gives space for the 

participants to include topics and perspectives that they find important and might be missing 

from the list of questions.  

This research utilizes the Shell method because it is rooted in corporate usage, which makes it 

simple, compact, and time-efficient even in small groups. To avoid the tendency to use mental 

filters and values that participants are comfortable with, role-play and other games will be 

used to facilitate open-mindedness and out-of-the-box thinking.  

Results 

 The fifth chapter is dedicated to the Results of the research and has two main parts: the first 

part discusses the results of the interviews, while the second part is about the visions created 

during a scenario-building workshop. Interviews are analyzed according to the main themes 

that occurred in them. First is participating in AI developers’ visions about the future of work 

in general by the year 2050. There are two recurring elements in this part. First is the 

conviction that although AI will change the way we work, this will be a slow and graduate 

process that will leave us time to adjust. Secondly, they argued that there is currently hype 

around AI and that the technology is not as powerful or smart as laypersons like to believe, 

which makes it unnecessary to be afraid of it within the timeframe of the next thirty years. 

Experts displayed a strong sense of techno-optimism throughout the interviews, saying that AI 

and related technologies will help and enhance humans in their work instead of completely 

substituting them. Even the potential of disappearing blue-collar jobs was perceived as a 

positive outcome because they saw a general improvement in the quality of the remaining 

jobs. Best-case scenarios created by them reflected a general wish to achieve a better life- and 

work conditions for everyone. Part of this better future involved an educational system 

committed to providing IT skills at all levels of schooling and a wide range of jobs augmented 

by AI to ensure objective decision-making and precision. Regarding ethical questions, 

interviewed developers didn’t show initial interest in the ethical aspects of AI and showed 

limited solidarity towards the losers of a highly automated, AI-augmented future labor 

market. While they broadly acknowledged the potentiality of technological unemployment, 

only a minority tried to think about solutions, while the majority only expected the 

government to find some solution. Ethical issues mentioned in the mainstream media were 



mentioned but not as examples of the negative consequences of AI on society. Developers 

generally thought that even in cases of racial profiling, AI was working perfectly only with 

bad-quality data collected by biased humans. Interviewees perceived themselves as members 

of an elite group. Hard work and expertise were mentioned as their key to success, first to get 

admission to the best universities and, after graduation, to enter a very competitive and small 

fighting arena in the AI-related job market.  

AI developers created two scenarios during the scenario-building workshop: one best- and 

worst-case scenario by the year 2050. The best-case scenario is titled Slow World and reflects 

participants' desire for a future in which AI helps humans to achieve an inclusive labor 

market, AI-enhanced jobs, and the possibility of easily changeable careers through adequate 

education of broad skills needed in the labor market. Although the best-case scenario wasn’t 

revolutionary in that AI developers couldn’t imagine a future radically different from the 

status quo and only emphasized improving the quality of work in the future, it was created 

through a lively conversation. In contrast, the creation of the worst-case scenario proved to be 

difficult to imagine. AI developers agreed that the worst outcome by 2050 would be the 

absence of AI improvement, but they had difficulties imagining what would cause it. Finally, 

they decided to come up with the theme of war and build the worst-case scenario on it. Even 

in this case, AI was portrayed partially as the savior of humanity, even in its current state.  

Discussion 

After reviewing the topic of how the future of work is imagined by representatives of the 

social sciences, economists, futurologists, laypersons, and experts, I gave a short depiction of 

the national context in which this research took place and presented the methodology that was 

used to conduct it. The previous chapter demonstrated the research findings separately and 

then compared to each other. This section will provide the answers to the research questions 

and embed them in the literature or note the novelties.  

Reflecting on the Preliminary Assumptions 

Preliminary Assumption no 1.: The presence of mainstream discourses in the account of 

Hungarian AI developers and IT professionals 

Preliminary Assumption 1/a: The fundamentality of work as a value 

Based on data presented in the Hungarian context part of the Background chapter, the 



preliminary expectation for this research question was that since Hungarians think that work 

is important both on a personal and societal level, IT professionals participating in this 

research will have the same opinion. Although interviewees and AI developers of the 

scenario-building workshop put different levels of importance on work on the personal or 

social level, there was an overarching agreement that paid work must be part of the future, 

too.   

It cannot be denied that attitudes towards work dated before the Industrial Revolution 

(Granter, 2009) were still relevant and seemed preferable for IT professionals in the 

interviews. According to Gorz, they perceived the definition of work as an activity done for 

financial compensation outside the home to achieve someone else’s goals (Gorz, 1985) as 

drudgery. In their vision, an ideal future shouldn’t involve any work in the Gorzian sense or 

should be redefined to emphasize satisfaction and self-expression.  

Experts in this research reflected a mixture of the pessimist but mostly the “not real change” 

(Boyd & Holton, 2018) argument. In line with the logic of Campa (2014) and Autor (2015), 

they agreed that robots would be able to substitute humans in blue-collar jobs and positioned 

this possibility as a moral duty in case of dangerous, health-damaging working conditions. 

The theory of the hollowing out of middle-skilled jobs (Autor, 2015; Bessen, 2016; Ernst et 

al., 2019) was present too in the accounts when they envisioned the disappearance of jobs 

with routine tasks as a plausible and favorable outcome. Developers participating in the 

interviews found it especially important to emphasize that AI will not simply destroy jobs 

entirely but transform them into a new, more enjoyable form that will let employers engage in 

more mentally stimulating tasks. AI developers of the scenario-building workshop didn’t 

articulate this opinion openly, but their best-case scenario was centered around the idea that 

AI will be able to make work more enjoyable in every sector. In summary, it can be said that 

AI developers and IT professionals didn’t envision a workless future but saw technology as 

enhancing humans; therefore, they only focused on the changing nature of work and not 

change in its importance.  

It is worth noting some implications in supporting the idea of the essentiality of work in life 

and society throughout the research. First, although interview participants belong to the same 

social network and, therefore, they might loosely know each other, they were expressing their 

opinions and visions individually without being under peer pressure. This indicates at least 

some level of a common understanding of values attached to work and employment among IT 



professionals specialized in AI-related fields. The group dynamics of the scenario-building 

workshop showed how a vision that challenges the centrality of paid work in society and 

promotes a radically different alternative gets dismissed as irrational and even dangerous, 

even though it was initially supported by half of the group. Secondly, the results show the 

lack of narratives that support the idea of consumption substituting work as a status indicator 

(Kahn & Wiener, 1967; Granter, 2009; Ransome, 1999; Habermas, 1985). While traditionally, 

paid work done out of the home is considered a pivotal aspect of a predominantly male 

identity, and the type of job or occupation one has as a class membership signifier, these 

relations have been changing since WW2. A growing number of workers with substantial 

disposable income can spend their salaries on things other than necessary, such as basic 

goods. As Baudrillard puts it in his critique of the capitalist system, the workers are robbed of 

their identity and given a fake one based on the consumption of fashion, goods, and services 

(Baudrillard, 2016). While these products promise to give the identity of the consumer and 

signal their position in society, goods made in mass production not only unable to be truly 

personal but can artificially create needs that incentives longer working hours (Ransome, 

1999; Baudrillard, 2016; Habermas, 1985; Marcuse, 1964). Regarding the future of work, the 

logic of consumed goods as an identity signifier could have been used in the debate for a 

workless future. If our identity is not connected to work and technology can generate products 

and services instead of humans, then distributing the wealth created by technology can sustain 

our consumer habits while we enjoy participating in other activities.  

Preliminary Assumption 1/b: Quantity of work in the future 

As was discussed throughout this document, expert visions about the future of work gained 

popularity because of their expectations of a radical decline in the available jobs that will be 

done by humans in the future (Ford, 2017; Brynjolfsson & McAfee, 2016; Frey & Osborn, 

2013). In a socio-economic system that’s built on human labor-generated consumption and 

where the value of work is held highly both for the individual and as a duty towards society, 

the vision communicated by experts of high level of unemployment and the coming of a threat 

that can eliminate the building blocks of our identity naturally will get attention. Depending 

on their background and their perception of the capabilities of technology, people either agree 

with this statement or emphasize the strength of capitalism to maintain itself by shaping the 

use of technology to its own needs (Spencer, 2018; Huws, 2014; Autor, 2015). The research 

question regarded which opinion will be supported by Hungarian AI developers and IT 

professionals with the preliminary expectation that as members of professionals currently 



building these potentially disruptive technologies, they will represent an optimist, neutral 

position in this debate.  

As was mentioned during the discussion of the previous research question, developers broadly 

shared the notion that while robotics will substitute humans, AI will only enhance them and 

simultaneously improve the experience of work. The quantity of work in the future, therefore, 

was perceived as stable, although slightly less than how much we work nowadays. IT 

professionals generally expected the workweek to be shorter, around 3-4 days, but not less. IT 

professionals participating in the interviews broadly shared the opinion that although change 

is inevitable, it will be slow enough to give time for human labor force to adjust. They 

generally applied the main points of Autor’s (2015) and Ernst and colleagues (2019) logic that 

only a small part of the loss in the number of total hours spent on work will be due to the 

rising number of the economically inactive population while most of the decrease will be the 

effect of improved productivity achieved by AI and related technologies that will allow fewer 

working hours while maintaining levels of consumption. The limitations of this logic either 

weren’t mentioned by the participants or weren’t considered. Based on the literature, AI might 

not take, only enhance humans’ jobs if the tasks performed are complex enough and if the 

labor supply is elastic (Autor, 2015; Ernst et al., 2019). 

Preliminary Assumption 1/c: Quality of work in the future 

Since its initial publication of The Future of Employment: How Susceptible Are Jobs to 

Computerization by Frey and Osborne in 2013, the debate on the future of work argues not 

only about the quantity but also the quality of jobs in the future. As always, there is a 

spectrum of opinions, from labor-enhancing and productivity-boosting expectations to 

inevitable de-skilling, inhumane jobs (Campa, 2014; Autor, 2015; Bessen, 2016, 2019; Miller 

et al.,2013; Ernst et al., 2019; Huws, 2014; Dyer-Whiteford et al., 2019; Spencer, 2018). The 

research question investigating this aspect of future visions intended to explore how AI 

developers and IT professionals imagine the quality of work in the future.  

There wasn’t any hypothesis for this research question due to the complex situation of the 

Hungarian context of this topic. As was depicted previously, there are contradictory 

perceptions of how automation and AI will shape the Hungarian labor market (Makó & 

Illéssy, 2020; PwC Hungary, 2019). Also, the situation of Hungarian developers as employees 

of global market leader companies in the development of AI and related technologies but 

working in subsidiaries and, therefore, being away from the center of decision-making, might 



impact their perceptions of the quality of work available for Hungarians in contrast to the 

Western expectations of universal changes. After conducting the research, it can be concluded 

that Hungarian IT professionals share positive expectations of improvement in the quality of 

work in general, thanks especially to AI in the future, regardless of where people live. The 

concept of quality improvement was strongly connected to the fact that technological 

innovations will reallocate the labor force into white-collar, high-skilled jobs that can be done 

in an office environment or from home. This argument is not novel in the literature. Bell’s 

seminal book about post-industrial society (Bell, 1999) found the growing significance of 

knowledge and science-based jobs as the basis of the next era of economic evolution 

(Williams, 2008). Research done on how employees on different levels of the firms’ hierarchy 

perceive automation’s effect on their job satisfaction and expectations regarding job security 

found that engineers, managers, and white-collar employees usually have a positive attitude 

and see AI and automation as a challenge or a tool that enhance their productivity and opens 

new possibilities for them in their career (Keszey-Tóth, 2020; Bisht et al., 2023; Siemon & 

Kedziora, 2023; Bhargava et al., 2021; Brougham & Haar, 2020; Winkelhaus et al., 2022; 

Lingmont & Alexious, 2020).  

Not only were negative expectations and the possibility of AI and automation causing de-

skilling or sub-employment (Spencer, 2018; Huws, 2014; Dyer-Whiteford, 2019) missing 

from the visions and expectations of participating AI developers and IT professionals, but 

they collectively believed that the high technological pervasiveness of a job would cause 

higher job satisfaction for everyone regardless of their position. 

Preliminary Assumption no 2. Ethical considerations in the discourses about the 

future of work 

As it was stated before, equality has never been the focus of utopias throughout history. Goals 

like better quality of life, better working conditions, shorter working hours, or dissemination 

of elements of drudgery within work might have been set to achieve a better future for 

humanity in general, but some level of power imbalance always remains. Slaves, women, and 

children were routinely used or misused for the greater good of Humanity, a.k.a. white men 

(Ransome, 1999). Utopias, written by distinguished thinkers of a given era, shouldn’t be 

looked at as blueprints of a better future society but as an image of an ideal future state that 

we should aim for. In the eyes of the modern reader, though, these ideas often seem closer to a 

dystopia. Slaves, or generally speaking, foreign workers, used to take up mentally and 



physically tolling labor (More, 2018); women and children used as rewards for men after a 

hard day's work (Fourier, 1971) or the clash between victims and winners of a system to 

create a new, better world (Marx, 2013) would hardly be part of the mainstream imaginations 

of an ideal future society. For this reason, it is interesting to investigate how research 

participants handled the topic of equality and other ethical questions in their visions. Although 

they aren’t trained to solve today's moral problems for the future, nor were they initially 

immersed in the thought of utopias, they are still members of an intellectual group with at 

least a university education, knowledge of foreign languages, and study or work experience 

from abroad which makes them more probable to have a better view of the bigger picture.  

Expectations regarding the level of embeddedness of ethics and the importance of 

accountability in the case of a technology whose power to radically transform our lives are 

repeatedly acknowledged as of utmost importance. The performative power of experts’ 

visions of a future in which AI and automation will play central roles implies that ethical 

issues and problems raised by them and expected to be counted for in the future will shape our 

mutually accepted imagined future. Also, ethical issues that are not part of the discussion 

might cause the consolidation of discriminatory practices within these technologies. For these 

reasons, it is of foremost importance to draw a picture of how and to what extent AI 

developers and IT professionals think about ethical issues in relation to AI and the future of 

work.  

Preliminary Assumption 2/a: Top-of-mind awareness of ethical issues 

Both the structure of the interviews and the scenario-building were intentionally designed to 

leave space for participants to articulate their ethical concerns before they were directly asked 

about them at the end of the discussion. Given their educational credentials and foreign 

language knowledge, the preliminary expectation of the research was, that scandals and 

negative publicity around AI and robotics that were making headlines during the time of the 

research will be mentioned and reflected on for two reasons. First, the assumption is that 

participants would be interested in news regarding their field of expertise and, therefore, be 

aware of the ongoing issues. Secondly, they were expected to mention pieces of media 

coverage of AI and robotics to defend it since the nature of the newsrooms is to volume up 

problematic aspects of a technological novelty that is surrounded by such great hype.  

In contrast to these assumptions, neither the interviewees nor the scenario-building workshop 

group mentioned ethically questionable aspects of AI and related technologies without being 



directly asked to do so. Only two developers discussed the difficulties blue-collar workers 

will face in the future once robots take their jobs at the beginning of our interview. One of 

them believed that it is the duty of developers and engineers to invent new ways of production 

that substitute humans in dangerous or health-damaging environments, and it’s the 

responsibility of both the government and those involved in the newly unemployed to find a 

better use of their working capabilities. The other developer mentioned the necessity of 

universal basic income to level the benefits and drawbacks of AI within society.  

Similarly, the AI developers of the scenario-building workshop didn’t bring up any ethical 

issues during the creation of either scenario. During their debate about the best-case scenario, 

they admittedly tried to create a vision that puts the happiness and satisfaction of everyone in 

the forefront without actually discussing ethical questions of any sort. Instead, they assumed 

that a flexible and inclusive labor market, fewer working hours, and a reformed education 

would satisfy the requirements of a just society. 

Preliminary Assumption 2/b: Ethical issues after directed questions. 

In the last module of the interviews, AI developers and IT professionals were asked directly to 

consider the ethical considerations of their visioned optimal future and the consequences of 

AI applications in general. As was described in detail in chapter 5 of this document, 

participants presented only limited interest in the possibly unethical applications of AI or 

negative consequences posed on certain social groups. In accordance with their optimist 

expectations about AI and automation in general and their perception that these technologies 

have the potential to bring better living conditions regardless of social status, it would be 

logical for them to share the ideas of Keynes (1930) or Miller and Atkinson (2013) and expect 

the redistribution of productivity gains in the form of either lower prices or shorter working 

hours. On the contrary, one repeatedly recurring theme was the widening of the wealth gap 

between the richest and the poorest that AI will not be able to lessen but can be used to widen 

it even further. This point of view is widely shared in the literature among the critics of the 

promised prosperity and equality of an AI-imbued future economy and except forecast the 

growth of existing inequalities (Spencer, 2018; Autor, 2015; Huws, 2014; Dyer-Witheford et 

al., 2019). 

Preliminary Assumption 2/c: Perceived responsibility 

The last research question targeted participating AI developer's and IT professionals’ views 

about their personal role in shaping what kind of AI technologies will be marketed in the 



future. Do they realize their potential to influence the direction of development or put the 

responsibility elsewhere? While there are examples of IT professionals showing organized 

opposition against certain developments (Tung, 2019), the semi-peripheral situation in 

Hungary might translate into a more passive observer mentality of AI developers and IT 

professionals. The future of work debate is often framed in the logic of technological 

determinism when the topic of development and intended use is removed from the realm of 

society. Engineers and developers are often pictured as working along an internal, scientific 

logic that is independent of the socio-economic structure in which these people work and the 

technologies will be used (Wyatt, 2008; Campa, 2014; Ernst et al., 2019; Vicsek, 2021).  

Based on the research, it can be stated that Hungarian AI developers and IT professionals 

participating in the study fit mostly into the category that Vaast (2022) called a tangential 

model of expertise, with their self-identification as scientists or explorers, their conviction that 

the real change is in the far future, and their abstention from liability.   

They clearly saw themselves as members of an elite group. First, they perceived their 

educational background and the respective universities they attended as the best in the country 

and thought the field of their studies to have higher prestige and importance than others. They 

also believed that within the field of IT, being an AI developer or working closely to this field 

is the top of the profession. Hard work and a general interest in mathematics were listed as 

needed skills to become an AI developer. Participants admitted that the small size and 

importance of the Hungarian market makes it even more difficult to join a company that 

develops AI, but this fact was only mentioned to present their own achievements in an even 

better light, therefore showing little sympathy towards other IT professionals.  

Participants didn’t take responsibility for how AI is developed or for what it will be used. The 

Hungarian context wasn’t mentioned or used as a reason for their opinion. Developers, in 

general, were believed not to have the power to have a say, nor to have the responsibility or 

duty to do so. This belief was broadened to the neutrality of technology itself. There’s no evil, 

or malicious AI, only low quality of data used to teach the algorithm that is produced by 

humans who either weren’t trained properly to use the correct labels for datapoints, or the 

company wasn’t providing efficient information.  

Responsibility was mostly delegated to the state or the government to reorganize entire 

systems and to prevent or punish firms when they misuse AI or related technologies. During 

the interviews and the scenario-building workshop, participants generally positioned AI and 

technology as having neutral or positive attributes only.  



Conclusions 

The history of thoughts about the future and what it holds for us is as long as the history of 

humankind itself. There wasn’t an age when humans wouldn’t try to foresee what might come 

to them. There are special circumstances that define who is entitled or thought to be capable 

of telling what the future holds and to what extent these forecasts influence actions in the 

present. Expert visions about their imagined futures can have significant consequences in the 

present because their expectations have the power to move financial investments, innovations, 

and human capital in one direction toward a mutually accepted outcome (Adam, 2008; 

Beckert, 2016; Birch, 2017; Borup et al., 2006).  

Investigating the future of anything is not only not scientific but also not possible. Therefore, 

this research aimed to examine how a group of experts envision their imagined future without 

measuring the probabilities of them becoming realities. The objective of this document is to 

provide a comprehensive picture of how humans were thinking about the future of work in the 

past, how both laypersons and experts think about it in the present, and most importantly, 

what aspects and measurements Hungarian AI developers and IT professionals consider when 

building their own version of it.  

The most important findings of the research are summarized in the following section. 

Strong presence of technological determinism 

Whether AI developers and IT professionals talked about best- or worst-case scenarios, some 

presumptions were irrefutable. First, the coming of an AI-dominated future is unstoppable. 

Second, it shouldn’t be halted because it will cause a general increase in our living standards. 

Interviewees either belittled the negative effects of AI (slow change, it won’t be drastic, 

society will have time to adjust) or thought other actors like the Big Five or, generally 

speaking, “the market” for abusing AI.  

The inevitability of the growing importance of AI was justified by their belief that the 

improvement of AI equals the improvement of society, too. The notion that technology in 

itself is neutral was the basis of their arguments, but this conviction often depended on the 

nature of the aspect of AI they were talking about. Technology, and especially AI, was 

depicted as neutral only as long as its negative aspects were debated. In the case of scandals 

about racial profiling or autonomous weaponry, AI was a neutral tool in the hands of 



malicious politicians or greedy companies. On the contrary, AI was given agency and 

mentioned as a conscious actor when its use in education or health services was mentioned. In 

many cases, AI was perceived to be better than humans, even when decision-making directly 

affects humans' lives, like the job of a judge or medical doctor. Scenarios created during the 

scenario-building workshop exemplify this best. While in the best-case scenario, AI and other 

technologies connected to it were the foundation of a better, more inclusive, and self-

expression-centered world of work, AI developers couldn’t envision a worst-case scenario in 

which AI and technology in general would be the cause of a negative, dystopian future. 

Instead, the technological determinist way of thinking was used. They imagined a future 

where politicians start a war causing suffering that will only survive because AI will help 

citizens.  

Ethical convictions and the lack of solidarity 

According to the sociology of expectations, how experts envision the future can influence a 

wide range of other actors’ decisions in the present and can create a mutually accepted 

imagined future towards which humanity should approach. If we take this logic, we also have 

to admit the importance of what aspects are mentioned in these visions and the consequences 

of what has been left out. If we build technologies and shape entire systems of education, 

economy, and societies around it, if the central goal is solely to develop AI without giving 

equal importance to considerations of how technology will affect those systems it interacts 

with, not only might we solidify existing inequalities but also won’t be prepared for the 

unintended consequences we didn’t want to see.  

As was stated before, Hungarian AI developers and IT professionals fit mostly into the 

category of the tangential model of expertise (Vaast, 2022), meaning that their strong sense of 

techno-optimism is paired with the perception of the future as distant and abstract and with 

self-identification of being a scientist working outside of the realm of social mechanisms. By 

this description, research participants overemphasized the positive aspects of technology and 

downplayed the risks. The lack of empathy and solidarity towards those who will lose their 

jobs because of technology and the depiction of them as potentially dangerous, aggressive 

neo-luddites who must be tamed to maintain a better future for the winners of the future is 

problematic for many reasons. Developers participating in the research thought that the 

transition from the current way of production to a more AI-enhanced, complex, and enjoyable 

state would be slow and gradual. Therefore, the state would easily handle the number of blue-



collar workers who are losing their livelihoods while everyone else would enjoy better jobs 

and working conditions. Participants believed that the broad implementation of AI would lead 

to higher productivity; therefore, “the market” would obviously invest in it. Since labor 

demand for highly skilled, tech-savvy employees will be constant, participants believed that 

expectations of the market and actors of the economy regarding the skillsets and level of 

expertise needed in this AI-led economy would be effectively communicated and accepted by 

society in general.  

Reasons for the lack of ethical considerations can be explained from different points of view. 

First, we mustn’t forget that the importance of work as a value was central to the research 

developers because they agree with this statement on a hypothetical basis and are all 

employees. As was demonstrated before, IT professionals are high earners with great 

bargaining power in the labor market. For this reason, it is irrational for them to agitate 

against their employees and against the industry they are prominent members of. At the same 

time, they could be the whistle-blowers and caution the public if needed (Strümke et al., 

2022). Another reason is their strong belief in meritocracy and hard work, which was 

repeatedly mentioned when asked about their career progress and why they chose to work in 

IT. Throughout the research, participants presented a strong belief in meritocracy independent 

of their age, stage of career, gender, or place of residence. Finally, participants might not put 

ethical problems in their focus and thought that the overall situation of society would not 

change because of the timeframe of the research. The next thirty years might not be far 

enough, while the current system’s stability and the perceived prosperity it has brought can be 

believed to originate from its efficiency (Granter, 2009). 

Research conclusions from the sociology of expectations point of 

view 

Experts’ visions about the future of work are important because they influence other actors’ 

strategies and actions in the present (Adam, 2008; Beckert, 2016; Birch, 2017; Borup et al., 

2006). If we look at the visions of Hungarian AI developers and IT professionals from this 

point of view, we must first clarify some details. Can it be said that Hungarian participants are 

experts? In the research, participants were collected by using a mixed method of deciding who 

can be considered an expert based on the article of Mauksch and colleagues (2020). The 

difficulty of definition lay in the fact that being an expert in AI involves a variety of 

occupations, university majors, and, in the case of a small market such as Hungary if they 



could find an AI-related job at all or had to move to other professions while being active in 

the IT community. Participants identified themselves as experts and referred others they 

considered experts.  

The second question is whether Hungarian participants shared the same visions as those 

shared by their Western counterparts. The answer is yes, although with a strong emphasis on 

the techno-optimist, techno-determinist strain. The narrative of “robots will take our jobs” and 

the implication that it will bring the destruction of capitalism or our civilization (Brynjolfsson 

& MacAfee, 2016; Ford, 2017; Frey et al., 2013) was rejected, and an optimistic-neutral 

position was supported (Gordon, 2014; Miller & Atkinson, 2013; Ransome,1999). 

Finally, we should ask if they agree that the way they imagine future outcomes will inform 

others how to act. The answer is no. Participants didn’t believe that their personal convictions 

and views could affect anyone's decisions regarding the future. Part of their reasoning was 

their situation as experts living in Hungary, a country they regarded as situated far from the 

center where decisions are made, and their position as employees, therefore, being only a 

small cog in a big machine.  

Limitations and further research areas 

The research presented in this paper was limited to a few experts from the field of AI 

development. Although data saturation was reached, findings cannot be generalized. Due to 

the current nature of IT as a profession and the concentration of workplaces in the capital, the 

overwhelming majority of participants were male, in their thirties, living in Budapest. As was 

stated, participants either self-identified as experts or were referred by others as experts. This 

added to the fact that female AI developers and IT experts are underrepresented. Females, 

with one exception, who were referred were pleasantly surprised and wouldn’t self-identify as 

experts otherwise. This points to the need for further research with different methodologies to 

select participants that could address this problem.  

Due to the limitations posed by the COVID-19 pandemic, the scenario-building workshop had 

fewer participants than planned. The fact that the timeframe of the research and the 

uncertainty about the next waves of lockdown made it impossible to conduct more workshops 

that would have ensured wider coverage of opinions is a huge limiting factor of the research. 

Further research should be done with more scenario-building workshops with AI experts 

working in different fields in different locations.  



The final limitation to every research exploring topics around AI is its rapidly changing and 

improving nature. The data presented in this paper is already outdated. Even the developers 

and experts participating in this research couldn’t clearly define AI, and this confusion is 

expected to continue with the introduction of a faster and smarter version of it.  

This research attempted to shed light on a very narrow slice of the vast knowledge of the 

interplay between society and technology, therefore there is plenty of room to explore other 

aspects of it. Further research should focus on the role and responsibility of universities in 

shaping students’ attitudes toward their role in how AI will be developed. Do students enter 

these institutions already with a techno-deterministic attitude? How does a university facilitate 

this or redirect it to a more inclusive direction?  

While females are underrepresented both in this research and among AI developers in general, 

it would be worthwhile to examine their situation and role in a mixed-gendered work 

environment. Can we find any differences in how they approach a project? Are they employed 

in the same positions as their male counterparts? Would an only-female study show different 

results, and if so, why?  

Maybe the most obvious next step is to widen this research's scope and repeat it 

internationally. Results from the V4 countries would highlight the existence of regional 

similarities or showcase differences. Also, as one of the key assumptions of this research was 

that AI developers and experts perceive their role in shaping and directing AI innovation is 

different in the USA, it would be beneficial and ambitious to conduct the same research with 

them.  

Finally, it would be beneficial to investigate the expectations of parents whose children are in 

the first few years of elementary school regarding how they envision the labor market that 

awaits their children. Are they expecting a mostly AI-driven labor market or even a jobless 

future? If so, are they actively planning to provide the necessary skills and knowledge for a 

potential career in AI development or related fields? This question would move the timeline 

of this research further away and put in focus one of the most important stakeholders of a 

peaceful and prosperous future: the parents of those whose present it will be.  
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