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1. INTRODUCTION

In my work, I summarize the results of my research conducted during my PhD studies. I have studied at Management and Business Administration Doctoral School at Corvinus University of Budapest specialized in corporate finance. My research on the field of bankruptcy prediction, which belongs to the most important problems of business classification (Hu-Tseng [2007]), was supervised by Prof. Dr. Miklós Virág.

In the introduction of my thesis, you can read about the followings:

- motivation for selecting this topic;
- presentation of terms used in my work;
- summary of the content of the thesis.

1.1. Motivation for selecting this topic

Enterprises are continuously forming and closing down. This is a natural phenomenon of the economy. There are two forms of closing down a firm: voluntarily and involuntary. In the first case, the owners of the business entity voluntarily decide on stopping the activity, pay the debt of the enterprise and then divide the assets left in it. In the legal system of Hungary, the voluntary dissolution makes this possible.

However, there are also some involuntary types of terminating business activity. These happen when a business entity is unable to fulfill its payment obligations when they come due. In this case, the creditors of the firm can initiate liquidation proceeding against the debtor. During this proceeding, debts of the firm are paid
under the control of court. If the assets of the debtor doesn’t cover the debts, creditors may lose their claims. This case creates loss to owners as well because they lose the sum of their capital invested in the firm.

It should be emphasized that insolvency and failure of firms may create loss not only for creditors and owners. In such cases, the management and the employees of the firm also have to bear the cost of losing their jobs, furthermore, customers and suppliers of the failed firm also belong to this group because they lose their business partners.

Costs created by the insolvency may be significant for every stakeholder of the failed firm. In the case of large number of bankruptcies, the costs can be measurable at the level of the whole economy. Because of this reason, bankruptcy prediction is one of the most important topics in the finance and accounting literature, according to Kim-Kang [2012]. Similarly, according to Shetty et al. [2012], bankruptcy of firms is one of the major threats for the economy because great number of failures may lead to economic and social problems.

Though to different extent, but every economy had to face the consequences mentioned above during the crisis started in 2008. According to some researchers, the basis of this recession was that creditors didn’t properly evaluate the risk of their contracts (Riberio et al. [2012]). Because of the reasons mentioned above, Cao [2012a] thinks that the recession has lifted the importance of predicting financial distress and bankruptcy to a level never seen before.

Chen et al. [2013] have similar opinion. They think that this topic has been investigated for a long time, however, the crisis raised the attention of the research community to the questions still unanswered in this field. In the years of recession, it
became important to identify firms at potential risk of bankruptcy in order to minimize the costs associated with the failure.

Besides the recession, new impetus has been given to the development of bankruptcy prediction by initiating the Basel II Accord because financial institutions has become interested in applying the most accurate credit scoring method in their internal rating systems in order to meet the prescriptions of the Accord (Brown-Mues [2012]). Bankruptcy prediction models play important role in the internal rating systems because a good model makes it possible to minimize the amount of money to be held in the form of regulatory capital and to increase the profit coming from lending (Sánchez-Lasheras et al. [2012]).

On the basis of the above mentioned facts, bankruptcy prediction can be considered as a “hot topic” in the field of business sciences (Wang-Ma [2012]). This is reflected in the huge number of studies published on this field in the last 50 years. The main reasons for this phenomenon are the followings:

- the development of computer sciences supporting this research area;
- the accessibility of financial data for private firms;
- the great number of open research questions.

The trends described above can be observed in Hungary as well, but the research possibilities haven’t been exploited yet. On the ground of this, I have also decided to choose this topic. During my research, I also tried to take advantage of the developments described above.
1.2 The conceptual framework of bankruptcy prediction

From grammatical point of view, the name of this field can be considered as a compound word. Its elements should be defined exactly in order to confine the domain of the work.

In the case of word for word translation, the field deals with the bankruptcy of economic entities. However, this statement is not completely right. For this topic, “financial distress prediction” and “business failure prediction” are also commonly used terms in the international literature.

The problem of the traditional name (bankruptcy prediction) is that it restricts the domain of the investigation to the bankruptcy of business entities (typically joint businesses). The two other names presented above interpret the object of the prediction in a wider sense. The drawback of these can be found in their subjectivity, because “business failure” and “financial distress” are not exact terms, so they should be defined exactly.

The literature of bankruptcy prediction is not uniform with respect to the target of the prediction. Consensus appears only in the fact that the aim of the publications in this field is to predict the occurrence of events which can create loss to the relevant interest groups (typically creditors and owners) of the companies.

In the case of setting up a company, the owners invest and risk their own private wealth in the hope of reaching more profit over their investment than it is possible elsewhere. When the debtor becomes insolvent, the creditors may lose the amount of their credit. This event creates loss to owners as well because the subdivision of the capital invested in the company by the owners is overtaken by the claims of the creditors in the hierarchy to be applied in the case of liquidation.
When a company voluntarily ends its operation, the debt of the firm will be paid in the dissolution proceeding and then the capital left in the company will be divided among the owners. In this case, loss can be created only to the owners if the market value of the capital invested in the company is less than the amount invested by the owners earlier; however, this loss can be “planned” because the owners took the risk of losing their private wealth invested in the company in the hope of gaining higher return than it was obtainable elsewhere at the time of investing. That is why voluntarily termination of firms is neither subject of bankruptcy prediction nor of my thesis.

Starting of liquidation or bankruptcy proceeding against a company can be viewed as an event with financial relevance because both can be linked to the solvency of firms. Firms unable to meet its financial obligations for a long time can ask for moratorium in order to enter into an arrangement with creditors according to Section (1) of Paragraph (1) of Act XLIX of 1991 on bankruptcy and liquidation procedure. So, the aim of bankruptcy procedure is that the company gains some time to meet its financial obligations and then continues its operation. In contrast, the purpose of liquidation procedure is to pay the debts of the company and eliminate the debtor without successor. 1

The ground of starting both of the above mentioned procedures is the fact that the debtor unable or unwilling to meet its financial obligations as they come due. Because of it, bankruptcy and liquidation procedures constitute relevant risk for creditors with respect to their claims and for the owners as well who may lose their capital invested in the company. In an extreme case, it could happen that the whole

1 Source: Section (3) of Paragraph (1) of Act XLIX of 1991 on bankruptcy and liquidation process.
amount of debtors’ claim and capital invested by the owners get lost due to the insolvency of the debtor.

In my thesis, the subjects of the prediction are insolvent firms registered in Hungary against which bankruptcy or liquidation procedure has been initiated. It should be noted that the consequence of such procedures are not obvious: initiation of bankruptcy procedure doesn’t necessarily mean the survival of the firms, and similarly, a liquidation procedure can be ended up with surviving and paying debts. Consequently, under the term of “bankruptcy prediction”, I understand insolvency prediction in the rest of my work.

This definition is wider than the word for word translation of bankruptcy prediction, but at the same time, this approach means restriction as well since bankruptcy and liquidation procedures are initiated against companies which haven’t met their financial obligations for some time, that is, the initiation of these procedures can be considered as a final outcome of the insolvency of firms. Consequently, insolvent firms against which none of the above-mentioned proceedings has been initiated were excluded from the investigation presented in the thesis. In the literature of bankruptcy prediction, this group is considered as firms in financial distress (Gilbert et al. [1990]). Predicting the future for such firms is difficult because of the absence of objective information about their financial status. The initiation of bankruptcy and liquidation procedures can be checked in the official registration, however the term of “financial distress” hasn’t been objectively defined in the literature, so the existence of such a circumstance cannot be identified unambiguously.

As a part of the presentation of the conceptual framework of bankruptcy prediction, the term “prediction” should also be defined properly. From methodological
perspective, this field can be considered as a dichotomous classification problem whose aim is to distinguish between two types of firms: failed and non-failed as accurate as possible. In the rest of my work, I also use the terms of “normal” and “bankrupt” for the above-mentioned two kinds of companies.

As it has been noted, occurrence of insolvency can objectively be observed only from the data of Trade Register, so firms unable to meet their financial obligations for some time belong to the healthy group. These enterprises are insolvent for some time, but it is open to doubt whether either of the aforementioned procedures will be initiated against them. It depends on the fact whether the firm is able to solve its financial problems in short run or how long creditors of the firm can or willing to wait for receiving their claims. This kind of firms is especially difficult to classify correctly since they generally have weak financial data, but they are still operating and have real opportunity to do so in the future.

Taking into account the aforementioned problem, bankruptcy prediction models are called as “early warning systems” (EWS) by numerous authors in the literature. Traditional bankruptcy prediction models classify firms into two groups: distressed and non-distressed which can be problematic because of the aforementioned difficulties of predicting the future of firms having financial troubles. EWS models differs from traditional bankruptcy prediction models only in that their classification is not so exact. For example, in the framework of EWS, if a company is classified into bankrupt group by a model, it doesn’t mean that the company will certainly go bankrupt in the future. Based on this classification, it can only be concluded that the firm under consideration, with respect to its financial data, is more similar to bankrupt firms than to the operating group (Virág-Hajdu [1996]). This also means that the company exhibits substantial risk of future insolvency which should be taken
into consideration by the creditors. Based on the idea described above, Agarwal-Taffler [2007] think that bankruptcy prediction models can be considered as similar tools to fever thermometers since neither of them precisely diagnoses the illness of the patient or predict the recovery, but gives signs about the existence and the severity of the problem and raises the attention to the importance of intervention.

This approach distances itself from predicting insolvency as an aim of research, however, it’s not possible to objectively measure the performance of EWS models which is unacceptable in science. For this reason, the aim of my thesis is also to predict future insolvency of Hungarian enterprises, however I would like to emphasize that I also agree with the early warning approach and its core concept, namely that the predictions of bankruptcy models can be interpreted only as early warning signals of possible future insolvency.

In order to achieve the aforementioned research aims, bankruptcy prediction models are developed which represent statistical relationships between independent variables used for modelling and the fact of insolvency as dependent variable. In the former group, ratio type financial variables extractable from accounting information system of firms are commonly used by researchers and practitioners as well. Following this trend, I also use these financial ratios in the thesis.

The relationship to be explored between financial variables and future bankruptcy was examined earlier by means of classification techniques developed in the field of mathematical statistics, but recently, methods of artificial intelligence are also commonly used for this purpose by researchers. The methodological background and use of these methods are presented in the subsection 2.3.4 in more detail.
Based on the above detailed facts, bankruptcy prediction can be considered as a multidisciplinary topic located on the border of corporate finance and statistics (data mining). Research in this field tries to predict future solvency of firms by using financial ratios (and occasionally other factors) as explanatory variables in a suitable multivariate classification method.

1.3. Content of the thesis

The first steps in scientific research of bankruptcy prediction date back to the mid-60s when financial data of public firms listed on the US Stock Exchange were examined in order to find out whether it is possible to predict future bankruptcy of companies under consideration based on the values of commonly used financial ratios. Predicting bankruptcy of public firms has still been an active area of research because data for these firms are easy to obtain, furthermore, another important issue is the reliability of data for firms traded on the stock exchange since their financial statements have to be audited.

A more recent area of research in this field is the assessment of probability of bankruptcy for micro, small and medium sized companies (SME) where availability of data is a challenging issue because of the private operation. Furthermore, it should also have been raised the attention to the reliability of data because most of private firms in Hungary is not obliged to audit their financial statements. In spite of these difficulties, there’s a need from the creditors for evaluating the probability of future bankruptcy of such smaller enterprises as well (Riberio et al. [2012]).

Financing SMEs is also very relevant from macroeconomic point of view because this kind of firms play important role with respect to the most crucial economic
indicators, such as employment, GDP, innovation etc. (Koyuncuğil-Ozbilbas [2012]). However, bankruptcy models developed on the basis of data for public firms are not necessarily suitable to predict insolvency of smaller private enterprises.

With respect to the fact that the proportion of public companies is relatively small in our country, the aforementioned aspect is important in the Hungarian literature of bankruptcy prediction. In this country, it is impossible to develop and use bankruptcy prediction models based on data of public companies. The scientific examination of bankruptcies of Hungarian private firms was also restricted by the availability of data until 2009.

From 2009, companies registered in Hungary are obliged to publish their financial statements in electronic form retroactively until 2000. Financial statements are available online for anyone on the website maintained by the Ministry of Public Administration and Justice.²

The ground of my research conducted during my PhD studies was the free availability of data which made it possible to scientifically examine the bankruptcy of Hungarian enterprises on the basis of much bigger database than any other used previously in the Hungarian bankruptcy prediction literature. The results of this research work are summarized in the following sections.

During my doctoral studies, I have paid special attention to reviewing the Hungarian and international publications in this field since relevant research questions can be raised only in the light of the existing scientific results. In bankruptcy prediction, presentation of the literature is usually carried out chronologically. In my thesis, I try to do this in such a way that publications will be assigned to the corresponding phase

of bankruptcy model building process. The underlying principle of such a presentation is that the literature of bankruptcy prediction has become so diverse that each phases of the model building can be considered as a standalone research topic. I hope that this new approach simultaneously gives comprehensive picture about the recent research questions of bankruptcy prediction as well as about their evolution.

Based on the reviewed literature, I’m going to outline the research questions studied in the thesis. Answers given to those in my work, hopefully, can go further than the results of the last 50 years of bankruptcy prediction and raise new future research questions.

The rest of my thesis is organized as follows: in the next section, publications and their most important research results of the international and Hungarian literature on bankruptcy prediction will be presented. Based on those, in section 3, research hypotheses of my work will be constructed, then, in the next section, I give an overview about the applied sampling method and the resulting database used to verify the hypotheses. Section 5 presents the empirical examinations and their results and finally, the last section summarizes the results of the thesis, the conclusions coming from them, furthermore, possible future research directions are also highlighted at the end of my work.
2. LITERATURE REVIEW

This section wishes to briefly review the literature of bankruptcy prediction. Though, with respect to its size, it is the biggest part of the thesis, it should be noted that this review cannot be viewed as a full summary. The number of publications in this field has been increased dramatically in the last ten years, so, due to space limitations, it is not possible to present every research question and every empirical investigation related to each aspects of bankruptcy prediction. Instead of giving a full review, I present only some “representative” empirical examinations in detail related to the research directions discussed in the thesis. Studies dealing with similar questions are referred in the following subsections. In those articles, the Reader can find a lot of interesting empirical research containing similar conclusions with those discussed in my work. In these papers, references to other investigations can also be found.

2.1. Possible ways of reviewing the literature

Besides the citations from the authors in the introduction, practical importance of bankruptcy prediction is also proven by the fact that the number of publications in this field is so high that standalone studies deal with summarizing and reviewing the existing literature. Abdou-Pointon [2011] present the actual state of credit scoring literature, raise the attention to the most challenging issues and outline possible future research directions as well. Similarly, Jones [1987] devoted a study to collect the methods applicable in the field of bankruptcy prediction. Balcean-Ooghe [2006] summarized the possible problems which may be arisen when these techniques are applied.
The literature of bankruptcy prediction is often reviewed chronologically. This approach is adequate and common in scientific research, however, in my opinion, it is less and less suitable to give comprehensive picture for the Reader about the actual state and the main research questions of bankruptcy prediction due to the dynamic increase in the number of publications in this field.

In my opinion, this purpose can be achieved more easily by applying an approach which gathers the research results around the main phases of bankruptcy model building. The ground of this approach is the fact that newer publications deal with research questions corresponding to one (or some) phase of the process of bankruptcy model building, in contrast to the pioneering works of this field where this process was “globally” viewed.

In my work, the reviewed literature is assigned to each phase of bankruptcy model building. However, with respect to the practice of international journals, where the application of the chronological approach is common, the most important milestones of bankruptcy prediction are reviewed in chronological order as well.

2.2. Chronological review of the literature on bankruptcy prediction

Already in the first half of the 20th century, uncertainty related to future solvency of firms had relevant effect on business decisions. The first analysis conducted via scientific tools was done by Beaver [1966] in the mid-60s. He compared the most popular financial ratios calculated from data for public manufacturing firms. 30 variables were investigated for the five years period prior to bankruptcy. Conclusions drawn from this experiment have still been playing important role in the literature of
bankruptcy prediction. So, almost every studies published in this field refers to this pioneering work in their introduction.

The research effort of Beaver should be highlighted because he was the first to have scientifically dealt with the predictability of future insolvency of firms. It should also be emphasized that most of his conclusions has still been valid and raises further fruitful future research directions which can contribute to enhancing the predictive power of bankruptcy prediction models. My research can also be considered as an example for this since the main hypothesis of my work has been formulated on the basis of his investigations.

The method applied by Beaver [1966] is known as univariate discriminant analysis in the literature. The essence of the methodology is that it investigates only one financial variable to distinguish between healthy and bankrupt companies. This approach was heavily criticized in the literature later because its background is not “scientific enough”. The cited author itself also emphasized that there is another serious drawback when a company is classified into the healthy group according to the values of some financial variables but into the bankrupt group when different financial ratios are under consideration.

The possible conflict of different kinds of financial variables can be solved by using multivariate statistical methods. First, multivariate discriminant analysis (MDA) was employed in the work of Altman [1968] which is known worldwide and which can also be found in the famous handbook of corporate finance (Brealey-Myers [2005]) commonly used at universities. Further methodological issues of this approach are discussed in the subsection 2.3.4.
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MDA gained popularity in the literature because of its capability of answering the three main research questions of bankruptcy prediction (Virág [2004]):

- which financial ratios have statistically significant discriminating power between healthy and bankrupt groups of companies;
- which weights should be assigned to these variables in models;
- in what way these weights can be determined objectively.

The bankruptcy prediction model developed by Altman [1968] exhibited 95% prediction accuracy on a sample consisting of 33 healthy and 33 bankrupt manufacturing firms from the United States. Due to this excellent classification performance, discriminant analysis became the primary tool in bankruptcy prediction till the end of the 1970s (see for example the work of Deakin [1972] and Altman et al. [1977]).

The popularity of Altman’s [1968] model is proven by the fact that it has still been the subject of comparative studies (see for example the works from Altman [2002], Philosphov-Philosphov [2002], Hillegeist et al. [2004], Neves-Vieira [2006], Parnes [2007], Agarwal-Taffler [2008], Sueyoshi-Goto [2009]). Numerous studies report surprisingly good predictive power related to this model published almost 50 years ago.

From the end of the 70s until now, the development of this research field has been dominated by the modernization of mathematical-statistical methods capable of solving classification problems and computer science providing its background. The next important step was the appearance of logistic regression in the field of bankruptcy prediction in the work of Martin [1977]. After his work, this method became common due its relative flexibility, since it doesn’t require to meet so
rigorous assumptions like normal distribution of independent variables and equal variance-covariance matrices among the groups under consideration (Ohlson [1980], Zavgren [1985]).

Next to logistic regression, similar reasons led to the application of probit regression (Zmijewski [1984], Sjovoll [1999], Bongini et al. [2000], Bernhardsen [2001], Grunert et al. [2005]) and decision trees (Frydman et al. [1985]). The latter don’t require to meet any statistical assumption. Thanks to this property, they have been popular and commonly used until now.

Neural networks simulating the operating mechanism of nervous systems were firstly applied by Odom-Sharda [1990] in bankruptcy prediction. Their work can be considered as a milestone in the evolution of this topic not only for this reason. By the appearance of neural networks, in addition to the traditional statistical methods (discriminant analysis, logistic regression) and decision trees, it became possible to apply procedures of artificial intelligence as well. This possibility raised the following research question: Which method can be considered as the best in bankruptcy prediction?

There has been no unambiguous answer to this question in the literature. According to empirical research results, each methods exhibit different forecasting ability when applied on different datasets (Oreski et al. [2012]). Marqués et al. [2012a] came to the conclusion that it is very possible that the “best method” doesn’t exist. In spite of this, comparative studies seeking this “best method” has been dominating the literature since the early years of the 90s. With respect to the huge number of studies on this topic (Sánchez-Lasheras et al. [2012]), this kind of comparative analyses can be considered as the mainstream research direction in bankruptcy prediction.
It should be emphasized that, in addition to the mainstream, there are also other alternative research directions in bankruptcy prediction which try to enhance the predictive power of the models but not by applying a newer or better classification algorithm. The number of studies related to this research direction is much lower and they have been published in a scattered manner in the almost 50 years of literature of bankruptcy prediction. So, they cannot be embedded directly in the continuous research trend which is typical of the mainstream dominated by the development of classification methods. Because of this fact, it is worth considering the evolution of bankruptcy prediction from a “cross sectional” point of view in which, besides the mainstream, these alternative research directions playing similarly important role can also appear.

2.3. „Cross-sectional” review of the literature on bankruptcy prediction

I think that this approach is more useful than the chronological one because more comprehensive picture can be given about the literature of bankruptcy prediction by applying this “cross-sectional” point of view. The process of bankruptcy prediction model building is shown in Figure 1. In this section, I present the main stages of this process along with the corresponding research questions and the most relevant empirical results which can be found in the literature related to them.
Figure 1. The process of bankruptcy prediction model building

Sample selection
Data preparation
Feature selection
Constructing bankruptcy model
Performance evaluation

In the figure, the most important steps of building bankruptcy prediction models can be seen in the time order of the execution. Every studies on bankruptcy prediction can be assigned to one of those shown in Figure 1 dependent on the decision of the author(s) about the aim of his/her/their research. In the figure, methodological comparative studies, which can be considered as mainstream research direction in this field, are categorized into the phase called as “Constructing bankruptcy model” highlighted by black line. Parameter optimization of data mining techniques can also be classified in this group.

It should be noted, that literature review categorized according to the phases of model building doesn’t require to give up the application of the chronological order. It is reasonable to chronologically present the studies related to each phases in order to let the development of each phases’ literature to be outlined in addition to the mainstream research direction.

3 More complex studies can also be assigned to more phases simultaneously.
2.3.1. Sample selection

In Figure 1, sample selection is shown as the first phase of bankruptcy model building. Here, two aspects should be taken into consideration: the number of instances and the number of independent variables available to characterize them. To build statistical models, it is essential to have enough observation from bankrupt and operating groups as well. Along with these trivial requirements, there are several other research questions which can be assigned to the tasks of sample selection. The most important aspects of it will be presented in the following subsections.

2.3.1.1. Activity of firms under consideration

An important factor may be the activity of the firms in the sample. Financial companies are often excluded from the databases of bankruptcy models with respect to their special characteristics. Specialized bankruptcy prediction models should be used for these firms. These models have specialized literature as well (see for example the early works of Pantalone-Platt [1987a], Tam-Kiang [1992], Sarkar-Sriram [2001], furthermore Kolari et al. [2002]; or more recent studies from Ruzgar et al. [2008], Boyacioglu et al. [2009], and Quek et al. [2009]). As exceptions can be mentioned the research by Jones-Hensher [2004] and Duan et al. [2012] who didn’t excluded financial firms from the database used to construct bankruptcy prediction models.

Negative impacts of the financial crisis started in 2008 caused several bankruptcies in the banking sector as well. Because of it, the need for actualizing predictive models able to forecast bankruptcy of financial institutions has increased from the side of regulating authorities. Data for banks became bankrupt during the crisis was
used to construct model by Ioannidis et al. [2011], Serrano-Cinca-Guittérez-Nieto [2013]. In Japan, Harada et al. [2013] tried to predict bankruptcy of financial institutions. The failure of insurance companies was investigated by Segovia-Vargas [2003] and Salcedo-Sanz et al. [2004].

Classification techniques commonly used in this field can be employed not only for predicting insolvency. For example, using financial ratios, Jagtiani et al. [2003] tried to predict whether the capital adequacy ratio of banks in the following year will reach the level set by the regulator or not. Bellotti et al. [2011] examined the predictability of Fitch ratings for banks. For banks from Tunisia, the ratio of defaulted claims was assessed by Feki et al. [2012] by means of classification methods.

Consensus can be observed in the literature about the fact that specialized models should be used when dealing with the risk of bankruptcy operating in the financial industry. However, in the case of other industries, similar consensus doesn’t exist. Some researchers use samples consisting of firms only from a particular industry or industries which can be considered as similar to each other, at the same time, other scholars pay less attention to the activity of firms. This issue was examined by Gaganis et al. [2007]. They raised the question of whether it is necessary to develop specialized bankruptcy prediction models for each industry or it is sufficient to use a “general” model without taking into consideration the firm’s activity. Due to their contradictory empirical results, they couldn’t draw unambiguous conclusions with respect to this question. Chava-Jarrow [2004] also examined this issue. The activity of firms was taken into consideration via dummy variables in the models, but the empirical results were only slightly better than those of models without these dummy variables. In contrast, Neophytou-Mar Molinero [2005] found significantly better
performance when the companies’ activity was taken into consideration. Based on their empirical results, they concluded that different models are needed for companies operating in different industries. Their results were confirmed by Glennon-Nigro [2005] who found that companies in the retail sector exhibit greater risk than others in the service industry.

The ratio of failed firms in different industries at macroeconomic level was investigated in Germany by Rösch [2003] who found substantial differences between the sectors. He explained these deviations (among others) with the fact that different activities have different risk levels. Failure rates of different industries were modeled with macroeconomic variables by Harada-Kageyama [2013]. They found slight differences between the models which indicate the relative importance of firms’ activity related to the risk of bankruptcy.

Other researchers (such as for example Manjón-Antolin – Arauzo-Carod [2008], Chen [2012]) think that samples for bankruptcy prediction should be restricted to only one sector. The necessity of this is explained by Huynh et al. [2010] with the fact that if the sample for constructing bankruptcy prediction model consists of companies from different industries, it is possible that one finds bankrupt and operating companies with completely same financial ratios. For such cases, only the activity of the firms can have discriminatory power between the failed and the healthy company showing the same financial profile. According to Beaver et al. [2005], public utilities and financial companies are necessary to exclude from databases used to build bankruptcy prediction models. Specialized models are needed for these firms. According to Demers-Joos [2007], traditional and high-tech companies are necessary to distinguish before developing bankruptcy prediction
model. Another example for this is the research of Bose [2006] who examined only dotcom enterprises.

In spite of the fact that consensus cannot be observed in the literature related to the effectiveness of restricting samples to only one sector, this practice is very often in the international literature of bankruptcy prediction. For example, Foreman [2003] investigated firms only from the telecommunication industry of the US. Pindado-Rodrigues [2004] used data only for shoes manufacturing firms. Other examples: electronic companies listed on Taiwanese stock exchange (Lin et al. [2009], Yeh et al. [2010]), firms from the construction industry (Chen [2012]), IT enterprises from India were also examined (Shetty et al. [2012]) separately.

Deawelheyns-Van Hulle [2006] examined another interesting aspect related to sample selection. Their empirical results showed significant difference between the predictability of bankruptcy of independent firms and subsidiaries. So, this issue also deserves attention in the practice of modelling.

2.3.1.2. Time interval covered by the sample

The state of the whole economy also has significant impact on the accuracy of bankruptcy prediction models. Foundation-stones of bankruptcy prediction had been laid down in Anglo-Saxon countries in the 60s and 70s and after this time data for firms listed on the stock exchanges of the USA and Western Europe were used by the researchers of this field. Since these regions weren’t affected by relevant recessions during these decades, researchers didn’t have the possibility to examine the effect of the state of macroeconomy. The need for this kind of research was emerged at first in the Far East. Sung et al. [1999] observed that the performance of bankruptcy
prediction models developed on data from booming years decreased significantly during the recession affected only the countries of East Asia in the second half of the 90s. Based on their results, it can be concluded that unique models are needed for the years of prosperity as well as for the periods of recession in order to predict future insolvency of firms as accurate as possible.

Another aspect of the recessions was examined by Bongini et al. [2000]. They studied what kind of firms are more vulnerable to economic depression. Downturns also have positive impact which is known as market cleaning effect. This means that inefficient firms exit from the market during the years of recessions. One can think that smaller firms with lower equity have higher probability to go bankrupt during these difficult times. In contrast, the authors cited above found that more companies in relatively good financial position also fell prey to the recession restricted only to countries in East Asia. According to the analysis conducted by these authors, companies operating in conglomerates had the highest probability to survive the downturn hit this region in the late 1990s.

Empirical examinations were conducted on the basis of the recession in East Asia by Nam-Jinn [2000] and Nam et al. [2008] as well. Economic circumstances altered by the impacts of the recession were incorporated into bankruptcy prediction model by the latter cited authors. The predictive power of their model significantly increased due to this modification.

The most recent economic depression has had negative impacts on the stock exchanges of the USA and Western Europe as well. Using data of French enterprises, similar conclusions were drawn by Du Jardin-Séverin [2012] than the authors examining the impact of the crisis restricted only to the countries of East Asia. The
French authors cited above found that models based on data from booming years lose much from their predictive power when applied on data from the recession. However, they examined whether the relationship exists inversely or not. They found that, in the years of prosperity, the performance of models based on data from the recession is inferior to those developed on data from the years of economic growing. These empirical research results suggest that different bankruptcy prediction models are needed according to the actual state of the whole economy.

Conclusions drawn by Pompe-Bilderbeek [2005] are somewhat contradictory to those presented above because they think that inferior results of models developed on data from the booming years and applied in the period of the recession can be explained by the fact that the predictability of bankruptcy is much lower during an economic decline rather than by the problems arising from the fitness of the models.

With respect to the effect of the state of macroeconomy on bankruptcy prediction models, new aspect was highlighted by Gersbach-Lipponer [2003] who conducted simulating examinations in order to explore the influence of the correlation between bankruptcies of firms on the risk of the banking activity. According to the authors, a negative macroeconomic shock can increase not only the firm level probability of bankruptcy. With respect to fact that companies in the economy cannot be considered as completely independent units, correlation between their bankruptcies may be a relevant issue. In the case of recession, this correlation may increase which can cause higher risk in the whole banking sector as well.
2.3.1.3. Geographical aspects of sample selection

It was mentioned in the chronological review of the literature that the seminal model of Altman [1968] has been used very often as reference. Although in some cases very promising prediction results are reported by the authors conducting such comparative studies, consensus seems to be existed in the fact that a model developed on data from a particular country cannot be used with the same accuracy on another database containing data for firms from different countries. This hypothesis was confirmed by the research of Ooghe et al. [1999]. Databases of companies from 12 countries were examined by Moro et al. [2011] who found different relationships between the event of bankruptcy and the values of financial ratios in each database under consideration. Similar findings can be read in the article of Ioannidis et al. [2011] in which bank failures were investigated. Sueyoshi-Goto [2009] raised the attention to the country specific aspects of the operation of firms when examined Japanese companies. Based on the above mentioned research results, it can be concluded that this issue cannot be left out when building bankruptcy prediction models.

2.3.1.4. Problems of dichotomous classification

The prediction itself is the most critical aspect of the science of bankruptcy prediction, as it was mentioned in the introduction. In my work, I also try to predict future insolvency of firms based on financial data for solvent and insolvent companies being in the available sample. More formally, bankruptcy prediction can be considered as a dichotomous classification problem which means that companies are categorized only into two mutually exclusive groups (bankrupt, healthy).
The main problem of this approach is that it doesn’t take into account the fact that these groups are not necessarily mutually exclusive with respect to the values of attributes used to distinguish them. The reason is that previously healthy companies may become insolvent in the future. It is a common experience that insolvency of firms is not a sudden event, in most cases it has early signs (Lin et al. [2011]). It can be assumed that the event of bankruptcy is the final outcome of a longer or shorter period of financial problems. In such a period, it is a real assumption that firms in financial trouble have similar or even weaker financial indicators than the bankrupt companies in the sample. This kind of enterprises can be considered as an interim group between the healthy and bankrupt classes.

Similarly, firms become insolvent because of an unexpected event (for example natural disaster) represent another special group when classifying firms in a dichotomous manner. In this case, it should be taken into consideration that a company may become bankrupt even with relatively good financial indicators which don’t reflect the problems caused by the unexpected event because financial statements of Hungarian enterprises are available with more than 6 months lag. However, it should be noted that this “group” cannot be observed so frequently in the real life than the example discussed in the previous paragraph.

These two “interim” groups were categorized by Altman [1968] into the so-called grey zone because such companies cannot be unambiguously classified into one of two main classes (bankrupt, healthy). This problem was addressed by Gilbert et al. [1990] who suggested a three-class approach instead of the dichotomous classification in bankruptcy prediction. Besides bankrupt and healthy companies, they examined another group where companies are still operating but have financial problems as well. Their research results showed that discrimination between
companies in good financial situation and bankrupt companies is much easier than
discrimination between bankrupt and operating companies having financial
problems. Based on these results, Anandarajan et al. [2001] considered only those
companies as operating which could continue their operations after negative events
like default on payments of debt or business year with negative cash flow.

The raison d’être of multiclass approaches is obvious, however, their practical
feasibility are restricted because the term of “financial problems” hasn’t been
objectively defined. Though, subjective definitions are available but their application
cannot be considered as scientific because of the lack of objectivity. In spite of this,
several authors have carried out empirical research in this direction: see for example
the works of Altman et al. [1994], Slowinski-Zouponidis [1995], Bioch-Popova
[2001] and Jones-Hensher [2007]. The latter applied a four-class approach in
bankruptcy prediction.

Different possible solutions have been raised by researchers in order to solve the
problem arising from the absence of objective definition. Yang [2001] and Du Jardin
[2010] tried to find significantly different groups within the two main classes
(bankrupt, operating). They argued that if such groups are identifiable, then they can
help in identifying companies in the “interim” stage between healthy and bankrupt
classes without objective definition. Sueyoshi-Goto [2009] identified the grey zone
of dichotomous classification models, then they developed a separate model to
classify the firms belonging to this special group. Companies with at least three years
with negative profit were excluded from the analysis by Alfaro et al. [2008] with
referring to the assumption that this kind of firms possibly have financial troubles,
and consequently have financial ratios which are more similar to bankrupt companies
than to healthy firms, so inclusion of them in the database would have negative impact on the predictive performance of the models.

One can find contradictory finding in the literature in this regard as well. Gruszczynski [2004] found better hit rate by using a dichotomous classification model than in the case when companies having financial difficulties constituted a separate class in the database.

**2.3.1.5. The number of instances in the classes**

The number of healthy and bankrupt companies in the sample can also be classified to the questions related to sample selection. From statistical point of view, it can be reasonable to use representative (proportional) samples but it would have several negative characteristic in the field of bankruptcy prediction:

- besides the number of instances from healthy and bankrupt groups of companies in the sample, there are other relevant aspects with respect to the risk of bankruptcy such as the age, size and activity of the companies under consideration. The sample should be proportional to these aspects as well but it is very difficult to collect a sample which is simultaneously representative of these four issues and, at the same time, large enough so that statistical inferences can be drawn based on it;

- the proportion of insolvent companies is usually much lower in the population than that of solvent firms. Because of it, even in the case of a relatively large representative sample, the number of instances from the bankrupt group could be low. Hence, the sample wouldn’t contain enough information to properly distinguish the two classes;
- state-of-the-art data mining methods tend to be specialized to the characteristics of the majority group (Chen et al. [2013]), so the literature suggests the use of samples containing the groups in the same ratio when applying this techniques;

- it is a common experience that financial ratios for failed firms exhibit greater variance than those of healthy ones. This fact also contradicts to using proportional samples in order to reduce the negative impacts coming from the error of sampling.

Because of the reasons listed above, oversampling of failed firm is a common practice in the literature. One way of implementing this is to represent failed firms in the sample in a higher ratio than they are present in the population. Others insist on using representative samples. In this case, failed firms are overrepresented (often by weighting) in order to apply the most recent classification methods of artificial intelligence. Empirical research was carried out in this field by Kennedy et al. [2013] among others. Their results showed that overrepresenting failed firms in the sample didn’t increase the performance of classic statistical methods (e.g. logistic regression) but they found significant increase in the discriminating ability for data mining algorithms. Similar conclusions were drawn by Horta-Camanho [2013] as well who examined data of Portuguese construction companies. Another solution was suggested by Sánchez-Lasheras et al. [2012] who balanced their sample by underrepresenting the majority class. Operating companies with similar financial ratios were replaced by a representative case in the work of the lastly cited authors.
2.3.2. Data preprocessing

Ratio type financial ratios calculable from the accounting information system of firms have constituted the explanatory variable set for bankruptcy prediction from the 1960s (Chen [2012]). Although, these variables are often capable of discriminating bankrupt and healthy companies, their drawbacks also have to be emphasized. The most important problem is that accounting data are backward-looking. Those reflect the state of the company at the end of a financial year, hence the predictive capability of models based on them are restricted (Lin et al. [2014]).

Financial ratios have often been used in their “raw” form, that is, in the form as they were calculated from data of income statement and balance sheet without any corrections. Predictive power of financial ratios is further constrained by this approach. Nowadays, consensus can be observed in the literature related to the importance of data preprocessing before modeling. Hence, this issue has become an independent research area of bankruptcy prediction.

2.3.2.1. Calculating problems

In spite of its importance, there are only very few publications which deal with the calculating problems like those mentioned by Kristóf [2008]. He raised two important and often occurring problems related to ratio type financial variables:

- zero value in denominator;
- the case when the numerator and the denominator are also negative.

Although, only the first makes financial ratios impossible to calculate, the latter could also have serious consequences. Let’s take for example the ratio of return on equity (ROE) for a company whose earning after interest and taxes and its equity
were also negative. In this case, the ratio reflects completely misleading picture about the profitability of the firm. If the problem remains unsolved, reliability of models containing this variable becomes considerably questionable.

2.3.2.2. Industry effects

Performance stability of models over time has constituted a serious problem in the literature of bankruptcy prediction for several decades. Researchers often found that models developed on data from some time period show good performance over the time period from which data for model building comes from, but at the same time, they often reported that these models lose very much from their predictive power when applied on data from another (later) time period.

To solve this problem, an effective approach was proposed by Platt-Platt [1990]. They assumed that instability of models over time can be attributed to the fact that the distribution of financial ratios may vary with the lapse of time. Because of it, an arbitrary value of a variable close to the mean value of an industry at the time of model building could be extreme low or high some time later if the distribution of the financial ratio under consideration is changing over this period. Assuming normal distribution, this can be visualized on the figure below.
As it can be seen in Figure 2, when the mean from a normal distribution increases ceteris paribus, then the former mean of $t=0$ will appear on the edge of the distribution at the time $t=1$, that is, this unchanged value can be considered as very low compared to the mean of the industry at $t=1$. In the figure, the left edges of the distributions bounded by vertical lines indicate the regions in which financial ratios of failed firms can be typically observed.

Such a change can significantly decrease the predictive power of a model based on data from $t=0$ when it is applied on data from $t=1$. Assuming that in the case of the financial ratio under consideration the mean value is typical among healthy companies, then this model will classify the firm having the financial ratio equals to the mean of $t=0$ as healthy in spite of the fact that this value at $t=1$ is already typical of bankrupt ones. According to Platt-Platt [1990], this problem can be solved by employing industry relative ratios which can be calculated by the following formula:
This formula compares the value of the financial ratio to the mean of the industry in which the firm under consideration is operating. The advantage of this approach is that changes to the mean over time don’t cause problems since the industry relative ratios reflect the deviation of the financial ratios from the current mean of the industry, hence they are invariant to changes of the mean (Platt-Platt [1990]).

In addition to the fact that industry relative ratios facilitate solving the problems arising from time instability of data, it should be mentioned another important characteristic of them as well. Developing bankruptcy prediction models on the basis of samples consisting of companies from different industries has still been a common practice in the most recent literature. Comparability of financial ratios for firms from different industries, however, is questionable because textbooks dealing with financial analysis teach as a principle that the values of financial ratios cannot be considered as absolute criteria; they can objectively be judged only in comparison with some benchmark (Virág et al. [2013]). The average value in an industry can be an excellent mean for this purpose. The application of industry relative ratios can allow compiling databases for bankruptcy prediction models from data of firms operating in different industries.

In spite of their advantageous characteristics, industry relative ratios are rarely applied in the literature. After reading more than three hundreds of scientific articles on this field, I have found only three cases (Dewaelheyns-Van Hulle [2004], Hillegeist et al. [2004], Berg [2007]) where financial ratios were compared to the mean of the industry. Possible reasons for this relative underrepresentation in the literature:
- industry means of financial ratios are not necessarily available for researchers and practitioners;
- some financial ratio (typically profitability rates) can be measured only on interval scale where the ratio type of industry relative variables may be problematic;
- comparability of deviations from the industry mean across industries may also be open to doubt.

2.3.2.3. Preprocessing data for modelling

Statistical properties of financial ratios were already examined by Beaver [1966] as well. After analyzing the values of financial ratios, he concluded that the distribution of financial ratios are usually asymmetric. This issue seriously affects the performance of statistical models commonly used in bankruptcy prediction. With respect to the fact that the occurrence of outliers and deviations from normal distribution are general characteristics rather than rare exceptions of databases used for building bankruptcy prediction models (McLeay-Omar [2000]), hence solving these problems is very important in order to maximize the performance of predictive models.

Mathematically independence of explanatory variables is one of the most frequent assumptions when applying statistical models. With respect to the fact that financial ratios are calculated from the same balance sheet and income statement, independence of financial ratios cannot be a realistic assumption. To solve this problem, principal component analysis is commonly used because this method condenses the information captured in different financial ratios into artificial
variables which are mathematically independent. Among others, this approach was applied by Li-Sun [2011a] and Xiaosi et al. [2011].

One cannot also find consensus in the literature regarding the question of handling the above-mentioned problem of multicollinearity by principal components. According to Wang [2004] and Huang et al. [2012], serious drawback of this approach is that it doesn’t make distinction between the two groups (healthy and bankrupt). The cited authors think that the method of principal component analysis is inappropriate in the case when different groups can be identified in the population under consideration. They tried to find methodological solution to this problem. Their proposed algorithms could enhance the performance of the models compared to those using the classic principal components. The effectiveness of principal components in condensing the information of explanatory variables was also questioned by Erdal-Ekinci [2012] who found better predictive performance when using the original financial ratios in their model than in the case of models developed on principal components showing eigen values greater than 1.4

Values showing relevant deviation from the other values are called outliers in the literature of statistics. Observations having outlier values may significantly decrease the performance of statistical models. There are several possible solutions to solve this problem:

- the simplest approach is to exclude observations having outlier value from the database for developing model. This practice can be observed in the literature even nowadays (Min et al. [2011], Cao [2012b], Sánchez-Lasheras et al. [2012], Fedorova et al. [2013]);

4 The use of this rule of thumb is common in mathematical statistics. See also for example the work of Chen [2011].
according to McLeay-Omar [2000] and Balcean-Ooghe [2006], relevant
information for the model can be lost by removing outliers, hence, instead of
removing, transformation of variables (taking a logarithm, square root
transformation, etc.) is a more preferred solution;

categorization of variables can also be applied for this purpose (Sun-Shenoy
[2007]). This approach makes bins within the range of financial ratios
according to some point of view, and then only the ids of the bins are used, as
a variable measured on ordinal scale, in modelling. An advantage of the
method is the fact that outliers cannot cause problems because they appear in
the first or in the last bin. At the same time, one loses the information
contained in the exact differences between each pair of observations which
could play important role regarding to the performance of models;

winsorizing is another commonly used approach to avoid the distorting effect
of outliers. The essence of this is that extreme values are replaced by the

corresponding percentiles of the distribution. Values greater (smaller) than
the 99.5th (0.5th) percentile were set to the 99.5th (0.5th) percentile by Duan et
al. [2012]. Similarly, the first and last percentiles were used by Cubiles-De-
La-Vega et al. [2013], the 5th and 95th percentiles were chosen by Pindado-
Rodrigues [2004] for this purpose.

problems arising from outliers are often solved by transforming the range of
the variables into the [0;1] interval. This approach was applied for example
by Hu [2009], Li-Sun [2011a], Swiderski et al. [2012], Riberio et al. [2012],
Kennedy et al. [2013], Saberi et al. [2013].

The hypothesis of the authors was proven later by Yu et al. [2014] as well who found that firms in
their training sample can be classified extremely well by examining only the fact whether the value of
Equity/Assets is outlier or not.

Transforming the range of variables into the [-1, 1] interval is also a common practice in the
literature, see for example the work by Zhong et al. [2014].
However, it is not obvious what value can be considered as an outlier because this term hasn’t been objectively defined in the literature. Application of statistical rules of thumb is common in the absence of unambiguous definition. Standardizing financial ratios by their means and standard deviations is often part of data preprocessing tasks (see for example the work of Hájek [2011]). Standardized values outside the range of five or three standard deviations around the mean are often considered as outliers. The work of Van Gestel et al. [2006] can be mentioned for an example for the latter.

2.3.2.4. The question of static bankruptcy prediction models

From the early works of bankruptcy prediction until now, input variables for models have been selected from the ratio type financial ratios coming from the accounting information systems of firms. However, performance of models based on them are not stable.\(^7\) This problem was the first which raised the attention to the limitations coming from the static bankruptcy prediction models based on financial ratios. To solve this problem, researchers suggested the regular re-estimation of models (Pantalone-Platt [1987b]), but this approach hasn’t been an effective solution.

The importance and actuality of this research question was also indicated by Abdou-Pointon [2011] in their literature review where dynamization of bankruptcy prediction models were considered as an important future research direction. To fill this gap, some researchers searched for methodological solutions. At first, survival models appeared which relaxed the restrictions coming from the static nature of

\(^7\) This problem was discussed in Section 2.3.2.2 in more detail.
statistical methods (Hillegeist et al. [2004]). More sophisticated methods were applied by Du Jardin-Séverin [2012] who assumed that, due to changes in the macroeconomy, distribution of financial ratios are not stable over time but the direction and the volume of the changes in financial ratios are more stable. Based on this idea, the cited authors tried to predict future solvency of firms on the basis of the evolution of financial ratios over a six year time horizon and not on the basis of the values of financial ratios observed in the most recent year. Time series of financial ratios were examined by the authors for several hundreds of French firms. Since they found similarities between them, they clustered these time evolutions to reveal the typical changes to financial ratios in the case of bankrupt and operating companies.

With respect to the fact that bankruptcy prediction models are based on values of several financial ratios, the cited authors used Kohonen maps to visualize the typical bankruptcy routes (in the words of the cited authors: “trajectories”) which are capable of predicting future insolvency as well. By this dynamic approach, they could achieve significantly higher hit rates than by the static models based on the well-known classification algorithms. A similar examination was conducted later by Chen et al. [2013] as well.

Other researchers also tried to relax the static nature of models by dynamizing financial ratios. In addition to the static values, Berg [2007] applied their changes form one year to another as input variables for his models. He examined the possibility of using “multi-period” bankruptcy prediction models as well. This kind of models were developed on the basis of financial ratios from the year $t-1$, $t-2$ and $t-3$, where $t$ is used to denote the year of bankruptcy. Such a multi-period model showed higher predictive power than the static models. Duan et al. [2012] also carried out empirical examinations in this direction. They compared the most recent
values of financial ratios to the average of these variables from the past 12 months and found significant differences between bankrupt and operating public companies.

2.3.3. Feature selection

The use of ratio type financial indicators\textsuperscript{8} as independent variables in models is a common practice in bankruptcy prediction. The source of them are data of accounting documents to be made mandatorily by the firms, more precisely the balance sheet and the income statements. According to Du Jardin [2010], the number of possible predictors is almost infinite. However, it is not indifferent which variables will be included in the models because, as stated by Beaver [1966] in his pioneering work as well, there is a substantial difference between the predictive capabilities of each financial ratios. According to Nikolic et al. [2013], the aim of feature selection is to filter out redundant and irrelevant variables in order to decrease the complexity and the computing burden of the model, furthermore to increase its classification performance. Due to its importance, this topic has become a standalone research direction in bankruptcy prediction.

2.3.3.1. Difficulties of feature selection

The absence of underlying theory which can determine the set of explanatory variables to be used for predicting future insolvency of firms is a serious deficiency of bankruptcy prediction (Nikolic et al. [2013]). The need for theoretical framework

\textsuperscript{8} Deficiencies of these variables have also been realized in the literature. Value based ratios appeared as an alternative later such as economic value added (see Virág et al. [2013] for more details). These variables were applied in bankruptcy prediction models by Pasaribu [2008] but according to his results these variables cannot be considered as effective predictors in predicting future insolvency of firms.
was also observed by Beaver [1966]. To fill in this gap, he tried to develop a simple theoretical model in which companies were considered as reservoirs of liquid assets. In this concept, bankruptcy is the case when the reservoir drains. The source of water for the reservoir is the income of the company, the expenses are symbolized by the outflows. Although, this model is rather simple and doesn’t determine the set of explanatory variables for bankruptcy prediction models, Beaver’s concept has been referred a lot in the literature: for example, Laitinen-Laitinen [2000] also used this theory to select input variables of their model.

Using financial ratios applied with success in previous studies is a common approach in the absence of theoretical models in the field of bankruptcy prediction (Du Jardin [2010]). However, different authors have found different significant variables when classifying failed and operating companies in the last 50 years of literature in this field (Lin et al. [2011]).

### 2.3.3.2. Other data sources for bankruptcy prediction

In the case of listed companies, market data are also available as input variables for bankruptcy prediction models. There hasn’t been consensus in the literature regarding the question of whether financial or market variables can be considered as better input factors in predicting future insolvency. Accounting ratios, cash flow variables\(^9\), furthermore market returns and their standard deviations were compared by Mossman et al. [1998] and concluded that accounting variables are effective predictors one year before failure, cash flow variables two and three years before bankruptcy. It was an interesting result that market data weren’t proven to be

---

\(^9\) The cited authors considered ratio type financial variables based on data from balance sheet and income statement as accounting variables, furthermore operating and tax paying cash flow calculable form cash flow statement were considered as cash flow variables.
significant at any time horizon examined by the cited authors. Agarwal-Taffler [2008] compared Altman’s [1968] model to other models based on market data and found better performance in the case of Altman’s [1968] accounting-based model.

In contrary, Atiya [2001] developed more accurate models when market data were also incorporated in addition to the accounting ratios. Complementary relationship was also experienced between the two types of variables by Das et al. [2009] in modelling CDS (credit default swap) prices.

Beaver et al. [2005] addressed the question of whether accounting ratios have lost from their predictive power during the 40 years elapsed after publishing his pioneering work. They found that accounting variables don’t capture extra information compared to market data. Hillegeist et al. [2004] experienced better forecasting ability in the case of models developed solely on market variables than those developed only on accounting ratios. Similar conclusion was also drawn by Chawa-Jarrow [2004].

In addition to the financial ratios calculable on the basis of accounting data, the importance of non-financial variables was also highlighted by several authors in the literature. These factors can significantly enhance the predictive power of the models (Barniv et al. [2002], Balcean-Ooghe [2006], Lensberg et al. [2006], Sohn-Kim [2007], Manjón-Antolin – Arauzo-Carod [2008]). Dambolena-Khuory [1980] raised the attention to the fact that standard deviation of some financial ratio may also have significant discriminating power between bankrupt and operating companies.

Macroeconomic variables were proven to be insignificant predictors of failure in the case of banks (Pantalone-Platt [1987b]) as well as in the case of enterprises (Duffie et al. [2007]). In contrary, Carling et al. [2007] found significant variables among
macroeconomic factors when examined a credit portfolio at a Swedish commercial bank. The age of the companies were suggested as potential explanatory variable by Sjovoll [1999]. Both of the variables mentioned in this paragraph were found to be significant by Bonfim [2009]. His research revealed that in the case of younger firms different factors should be taken into consideration than in the case of older ones.

The incorporation of macroeconomic variables is straightforward in the framework of survival models which constitute a class among the panel econometric models. By applying this method on data from the period of the crisis in East Asia, Nam et al. [2008] found several significant macroeconomic factors. The relationship between macroeconomic variables and the risk of bankruptcy has been proven by empirical investigations conducted on national level data (Rösch [2003], Koopman-Lucas [2005], Harada-Kageyama [2011]), hence their application is useful in the context of survival models.

The use of non-financial variables was also proven to be beneficial beyond the field of bankruptcy prediction. Gaganis [2009] tried to model fraudulent activities regarding financial statements with accounting ratios as explanatory variables. The cited author found significant increase in the performance of his model when non-financial variables were also included. Default events of car credits were examined by Sinha-Zhao [2008]. Besides the standard financial ratios, they used subjective opinions of a financial expert. The inclusion of the latter enhanced the performance of the models based on only objective information.

According to Balcean-Ooghe [2006], financial indicators don’t reflect all of the information regarding future insolvency of firms, hence they think that it is important to use qualitative independent variables in bankruptcy prediction models. This idea
attracted a vast amount of research in the literature. Some examples: Slowinski-Zouponidis [1995], Anandarajan et al. [2001], Becchetti-Sierra [2003], Grunert et al. [2005], Alfaro et al. [2008], Huynh et al. [2010], Blanco et al. [2013], Horta-Camanho [2013]. The cited authors emphasized the incorporation of the following qualitative factors into bankruptcy prediction models: variables measuring the efficiency of the management, the position of the firm on the market, form of the ownership, geographical location of the activity and the bank financing the company.

Beynon-Peel [2001] and Demers-Joos [2007] used the auditing firms of the observations as qualitative predictors in their models.

2.3.3.3. Feature selection methods

According to Du Jardin [2010], restricting the possible set of input variables to those applied successfully in prior research is a frequent practice in bankruptcy prediction. This approach can be considered as a re-estimation of the older models on more recent data. Though, the results are often very promising, some researchers, for example Lin [2009] among others, argue that it is worth developing new models using all of the available data. Predictors of previous models are only possible alternatives in this approach.

Feature selection methods are categorized into two main groups by Feki et al. [2012]. Procedures in the first group are called as filters. This group consists of standalone feature selection methods which seek explanatory variables capable of discriminating the two groups under consideration. Simplicity and low computing cost are the advantages of this kind of algorithms which, at the same time, don’t guarantee to find
the optimal subset of variables for an arbitrarily chosen classification algorithm and therefore don’t warrant the highest predictive power.

The second group is called as wrapper algorithms which seek the optimal subset of variables for the chosen classification method, hence its predictive performance can be maximized, but at the cost of much higher computational time and effort. Comparative analysis were conducted by Li-Sun [2011b], Oreski et al. [2012] and Lin et al. [2014] recently on this new research direction. In spite of the promising results of the lastly cited authors, due to their lower computational cost, filter algorithms are playing dominant role in bankruptcy prediction nowadays.

In order to select significant features, stepwise methods (forward and backward) are commonly applied in the case of traditional statistical models\(^\text{10}\) (discriminant analysis, logistic regression). These feature selection algorithms are available as built-in functions in the statistical analysis software where the user can specify the level of significance for entering and removing variables into the model. Decision trees are also popular for similar reasons. The process of developing the tree is also automatic in this case because the branches of the tree are generated according to variables which have the greatest discriminating power between the two groups.

Traditional statistical techniques don’t have parameters to be optimized, so it’s possible to use the above-mentioned “built-in” feature selection algorithms. However, parameter optimization is necessary for data mining procedures based on machine learning concepts. The performance of these methods depends on the values of the parameters (Ping-Yongheng [2011]) but optimal values of them are impossible to objectively determine. They should be set according to the problem and database

\(^{10}\) Theoretical background of classification methods used in bankruptcy prediction is overviewed in Section 2.3.4.
under consideration. This issue makes difficult to use forward and backward feature selection algorithms in the case of machine learning methods.

At first, the problem was solved by using filter methods. The essence of this is to use significant variables selected by a filter procedure as input variables to data mining algorithms. One of the simplest approach was chosen by Li-Sun [2011a] who used financial ratios which differed significantly according to the results of the t-test for comparing means from two independent samples. The nonparametric counterpart of this test was used by Pindado-Rodrigues [2004] for the same purpose. Significant features of logistic regression were used by Kim-Sohn [2010] and Telmoudi et al. [2011] for the SVM and rough set theory. Yazici [2011] used significant features of discriminant analysis for his model developed with neural networks. Min et al. [2011] used generalized additive model to select input variables for SVM. Classification and regression trees (CART) was used by Brezigar-Masten – Masten [2012] to find the optimal subset of explanatory variables.

Though, the application of the approach discussed in the previous paragraph has been common to date, later the attention of the research community turned to genetic algorithms which try to find the global optimum of any optimization problem by simulating the natural selection process. In the context of bankruptcy prediction, the task is to maximize the predictive performance of the model by using different subsets of possible explanatory variables. The possible subsets of independent factors represent the population of genes and they compete for surviving which depends on their capability of effectively solving the problems determined by the user. Similarly to the evolution in the nature, genes which are unable to effectively solve the problem perish and will be replaced by the descendant of the genes which were able to solve the task with at least satisfactory level. The new generation is generated by
crossover and mutation of their parents’ genes. This approach has shown very good results in finding the set of explanatory variables for data mining algorithms (Back et al. [1996], Lensberg et al. [2006], Hájek [2011], Oreski-Oreski [2014]). It should be mentioned the work of Chi-Hsu [2012] who also applied this approach to determine the independent factors for their logit model.

Du Jardin [2010] investigated the most commonly applied classification methods in bankruptcy prediction (neural networks, discriminant analysis and logistic regression) in order to determine the most appropriate feature selection method for them. In the case of parametric methods, stepwise algorithm was revealed to be the most effective. In the case of neural networks, the best discriminating power was found when they were developed on the feature set selected by genetic algorithm.

Later, feature selection methods optimized for each data mining algorithms were tried to develop, but these were too complex and didn’t become common in the literature. To mention some examples, a feature selection method was developed for SVM by Hardle et al. [2009]; variable selection based on information gain was tried to be integrated into ensemble methods by Wang et al. [2014]. Ensemble methods will be overviewed in more detail in the next subsection.

2.3.4. Constructing bankruptcy model

After sampling, selecting the possible explanatory variables and preprocessing data for model building, the next phase in bankruptcy modelling is to choose a classification algorithm. The choice is not simple because, according to Du Jardin [2010], there has been developed more than 50 methods in the last 50 years’ of
literature in this field for predicting future insolvency of firms. These methods can be categorized into three main groups (Kim-Kang [2012]).

**Figure 3. Categorization of classification methods used in bankruptcy prediction**

<table>
<thead>
<tr>
<th>Parametric algorithms</th>
<th>- Discriminant analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- Logistic regression</td>
</tr>
<tr>
<td></td>
<td>- Other econometric methods</td>
</tr>
</tbody>
</table>

| Nonparametric algorithms | - Decision trees   |
|                         | - k nearest neighbors |
|                         | - Neural networks   |
|                         | - Support vector machine |

| Ensembles               | - Boosting          |
|                        | - Bagging           |
|                        | - Random subspace   |
|                        | - Random forests    |
|                        | - Combination of different methods |

The number of available methods raised the question of what technique is worth using in order to maximize the predictive power of models. The importance of this question is indicated by the fact that most of the studies in bankruptcy prediction deals with comparing the performance of different classification algorithms (Sánchez-Lasheras et al. [2012]). In spite of this, there hasn’t been consensus in the literature to date regarding a question of what method can be considered as the best in this field. Researchers examining different datasets often find that the performance of each methods varies considerably according to the data under consideration.
Due to space limitations, in this section, I present the theoretical background only for those classification methods which are most frequently used in the literature. I place great emphasis on outlining the most recent data mining methods which are less common in the Hungarian literature of bankruptcy prediction. In addition, other classification methods having smaller weight in the literature will also be overviewed briefly. The Reader can find more information about these techniques in the cited references.

2.3.4.1. *Multivariate statistical methods*

Linear discriminant analysis was the first multivariate method that appeared in bankruptcy prediction. The general form of the model is the following:

$$ Z = \beta_0 + \sum_{i=1}^{k} \beta_i x_i $$

where $x_i$ denotes the independent variables, $\beta_i$ stands for the estimated coefficients of each predictors\textsuperscript{11}. The output of the model is called as discriminant score ($Z$) which condenses into a single value the information inherited in independent variables. The classification is based on this output value and a cut value controllable by the modeler which divides the possible range of $Z$ into two distinct areas. If the $Z$ score of an observation falls below (above) the cut value, the observation is classified into the first (second) group. The independent variables of the model have the highest discriminating power (measured by Wilks-$\lambda$) among the possible input variables between the two groups under consideration.

\textsuperscript{11} for more details see Virág et al. [2013]
The advantages of discriminant analysis:

- accessibility in statistical software;
- fast and easy-to-use;
- allow analyzing the relationship between the event of bankruptcy and the predictor variables;
- independent variables can automatically be selected via stepwise algorithms.

Drawbacks of the method:

- its assumptions (multidimensional normality, equal variance-covariance matrices, independence of predictor variables) are generally not met (Du Jardin [2010]);
- its classification performance is usually lower than those of other methods because of the violation of the above mentioned assumptions (Wang-Ma [2011]);
- it is not capable of directly measuring the risk of bankruptcy in a cardinal way.

Due to the drawbacks listed above, attention of researchers turned to logistic regression which was firstly applied in bankruptcy prediction by Martin [1977]. The general form of the model is shown below:

---

12 The output of discriminant analysis can mathematically be converted into probability of bankruptcy as shown by Deakin [1972].

13 The risk of bankruptcy can be measured only on ordinal scale by using discriminant analysis because the output of this technique can take any positive or negative value without limits. That is, one cannot see how riskier a company is compared to another one. Only a ranking can be established based on the output of discriminant analysis. The difference between two outputs is difficult to interpret. However, in the case of logistic regression, the probability of bankruptcy is easily and directly obtainable. This measure can tell us how riskier a firm is compared to another one because the range of the probability is between 0 and 1, so these probabilities can directly be compared.
\[
\ln \left( \frac{p}{1-p} \right) = \beta_0 + \sum_{i=1}^{k} \beta_i x_i 
\]

where \(x_i\) denotes the independent variables, \(\beta_i\) stands for the estimated coefficients of each predictors. The dependent variable on the left side of the equitation is often called as “logit”. \(p\) stands for the probability of bankruptcy.

Higher classification performance can be achieved by this method compared to discriminant analysis because logistic regression doesn’t require the fulfilment of such rigorous assumptions than the discriminant analysis does. The advantages of logistic regression are the same as those of discriminant analysis, but the probability of bankruptcy can directly be determined by using a logistic model (Li-Sun [2011a]). Due to this and its relatively high classification performance, it has been one of the most popular methods in bankruptcy prediction to date (Nikolic et al. [2013]).

Disadvantage of both statistical models is the assumption of linear relationship between the dependent and independent variables which is usually violated in the real life. The nature of the relationship is unknown, but it is certain that there is nonlinear relationship between the occurrence of bankruptcy and the values of financial ratios (Du Jardin [2010]). This relationship can be expressed by incorporating the transformations and interactions of the variables, but the number of possible combinations is infinite, hence its implementation is restricted in the real life (Blanco et al. [2013]).

Finally, the application of econometric methods in bankruptcy prediction should also be mentioned. Survival models belonging to panel econometric procedures have been commonly used, see for examples the works of Orbe et al. [2001], Cantner et al. [2006], Bharath-Shumway [2008], Löffler-Maurer [2011], Lyandres-Zhdanov
The extended version of logistic regression was used by Heiss-Köke [2004]. Application of Markov chains was tried by Elliott et al. [2014] in this field.

2.3.4.2. Nonparametric methods based on machine learning

Based on the drawbacks of parametric methods discussed in the previous section, the literature of bankruptcy prediction turned to nonparametric algorithms from the mid-1980s. Decision trees appeared at first from this group. Several types of decision trees have been developed and become popular. The difference between the types of decision trees is in the method used to generate the tree. General form of decision trees is shown in the figure below.

**Figure 4. A simple example for decision trees**

![Decision Tree Diagram](image_url)

Source: Kristóf [2008]
Advantages of univariate and multivariate methods are unified in the algorithms of decision trees. The first partition is made according to the variable along with the most homogenous groups can be established. Then, in the following steps, the procedure seeks those variables and their appropriate values inside the partitions generated previously on which the observations can be further partitioned in order to generate more homogenous groups with respect to dependent variable (bankrupt, operating).

Among decision trees, classification and regression trees (CART) and CHAID method (Koyuncugil-O zgulbas [2012]) are frequently used. The latter performs the partitioning on the basis of the results of $\chi^2$-based independence test between the value of the decision variable and the frequencies in the groups generated in the range of independent variables. Application of C4.5 procedure is also a popular alternative in the literature. This method generates splits where the information gain ratio is maximal (Olmeda-Fernandez [1997], Baesens et al. [2003], Kiang [2003], Brown-Mues [2012], Abellán-Mantas [2014]). Rough set theory (RST) is another method of increasing interest in the literature. The methodological background of this algorithm is presented in more detail in the following works: Ahn et al. [2000], McKee [2003] and McKee-Lensberg [2002].

The main problem of methods based on any statistical theory is the fact that they assume a predetermined functional form that describe the relationship between the probability of bankruptcy and the explanatory variables. However, the relation cannot be defined in advance by using an explicit mathematical formula. In order to overcome this difficulty, the research of bankruptcy prediction turned to methodologies capable of extracting this complex relationship based on available data.
Simple methods such as k nearest neighbors can be applied for this purpose. This method classifies any observation into the class to which k of its nearest neighbors also belong. The distance between the observations is often measured by Euclidean distance. In spite of its relative simplicity, this method exhibits considerably good classification performance as it is shown in the work of Paleologo et al. [2010] and García et al. [2012] among others. This method constitutes the heart of the Case Based Reasoning procedure which classifies the observations into the class to which the most similar cases to the one under consideration also belong (Wang-Ma [2011]).

There has been several research reporting excellent predictive performance of case based reasoning in the literature, see for example Vukovic et al. [2012] and Cao [2012a].

Classification methods presented up to this point play only secondary role besides neural networks and support vector machine (SVM) in the recent literature of bankruptcy prediction. Neural networks simulate the learning process of the human brain. Their general structure is visualized in the following figure.
Neural networks consist of three layers:

- the input layer contains the independent variables;
- neurons of the hidden layer process the information passed by the input neurons. This information processing means a mathematical transformation executed on the weighted sum of the input variables;
- the output neuron gives (after similar mathematical transformations) the predicted probability of bankruptcy of the observations under consideration.

In Figure 5, weights are symbolized by lines between the layers. These weights are continuously changing during the learning of the network such that the difference between the output of the network and the observed value of the decision variable will be minimal. The end of the learning is determined by a stopping criterion defined by the user. The learning process may terminate when
- the number of learning cycles reaches its limit defined by the user;
- changes in the values of weights are sufficiently low;
- error on the testing sample starts increasing.

The greatest advantage of neural networks is their capability of approximating any continuous function with any desired precision (Cao [2012a]). The only requirement is that the number of the neurons in the hidden layer should be sufficiently large. For this reason, the networks are enough to have only one hidden layer. The instances of the training sample can perfectly be classified if the user appropriately determines the topology of the network. This property is simultaneously the advantage and the drawback of the algorithm since perfect classification of the training sample is the typical signal of overfitting which means that the idiosyncrasies of the training sample were learnt by the network, so its capability to correctly classify other observations is quite limited. Overfitting is avoidable to some extent. It is a common approach that researchers use a testing sample which is independent of the training sample and stop the learning of the network if its error on the testing sample starts increasing (Blanco et al. [2013]). Accepting the merits of this approach, a word should be said about the critique of McKee-Greenstein [2000] who argued that the neural network trained by this approach may be overfitted for recognizing observations of the selected test sample, so their capability of classifying instances other than those in the training and testing samples available for model building remain questionable.

Another frequently occurring problem that the training process of neural networks tends to stop at a local minimum of the error function of the model. To best of my knowledge, there hasn’t been any exact solution for avoiding this problem (Blanco et al. [2013]).
In spite of the disadvantages presented above, neural networks have been very popular in the literature up to date. The method lived its “golden age” during the 90s and in the first decade of the new millennium. Its prestige has been decreased in the last 5-10 years because of its problems presented earlier and the emergence of new methods trying to overcome those (Jeong et al. [2012]). According to the lastly cited authors, neural networks can be considered to the methodologies with the highest predictive power henceforward but their performance is underestimated in the current literature because researchers are often not careful enough in determining the optimal parameters.

To overcome the listed difficulties of the method and to enhance its predictive power, researchers of the machine learning community tried to improve the algorithm. These improvements occasionally appeared (Neves-Vieira [2006], Hájek [2011], Pendharkar [2011]) but they haven’t become widespread.

Leading position of neural networks in the field of bankruptcy prediction has been taken over by support vector machine (SVM) in the last decade. Its essence is visualized in the following figure.

**Figure 6. The basic idea of SVM**
The left side of Figure 6 shows a situation which is common in bankruptcy prediction: the aim is to explore such a nonlinear relationship which is capable of discriminating observations denoted by two kinds of circles in the figure. This is done in SVM by projecting the observations into a higher dimensional feature space via kernel functions where the two groups under consideration are linearly separable. The hyperplane capable of perfectly classifying the observations generated in the higher dimensional feature space is equivalent to the nonlinear function in the original space.

The main difference between neural networks and SVM is that the former is based on the principle of empirical risk minimization, but the latter was developed by following the principle of structural risk minimization (Lin et al. [2011]). The empirical risk minimization means that the models try to minimize the error measured on training sample. This deficiency is trying to be eliminated by the approach which terminates the training process of the classifier when the error on the test sample starts increasing. In contrary, the principle of structural risk minimization aims to minimize to whole error in order to maximize the predictive performance and avoid overfitting. This is visualized in the case of two dimensions in Figure 7.

**Figure 7. Classification of SVM – two dimensional case**
The area free of observations is bounded by dashed lines in the figure. Theoretically, there is infinite number of lines in this area which capable of perfectly discriminating the two groups. Among them, the line farthest from both groups is considered as optimal by SVM since, based on the data of the training sample, observations not covered by the training sample can correctly be classified most likely by this line. This is the essence of the principle of structural risk minimization. Due this property, SVM has such an excellent generalization capability (Lin et al. [2011]) which outperforms the predictive power of neural network in several cases. Another important characteristic that, thanks to the principle of structural risk minimization, SVM effectively avoids overfitting, so it is capable of developing models with good performance even on the basis of small samples (Cao [2012b]), furthermore it is robust to outliers (Lin et al. [2011]). The former advantage was investigated by Shin et al. [2005] and Doumpos et al. [2005] who found that predictive power of SVM remains relatively stable while performance of NN is decreasing as the size of the sample is getting smaller.

In the case seen in Figure 7, the two groups are perfectly separable by a linear function. It is very often in the real life that this cannot be done without errors even in higher dimensional feature space. However, the method can be extended to such cases by introducing a $C$ parameter into the mathematical form of the model which is not detailed here due to space limitations to penalize misclassification. The value of this parameter cannot theoretically be optimized. It should be set by the user depending on the extent to which error in training sample is tolerated. By increasing the value of $C$, the error on training sample is decreasing but at the cost of possible emergence of overfitting which may degrade the predictive performance of the model.
Like any other mathematical model, SVM also has its own limitations. As it was previously mentioned, in order to find the optimal separating hyperplane, observations are projected into a higher dimensional feature space by using kernel functions. Among them, the followings are used most frequently:

- polynomial:
  \[ k(x_i, x_j) = (x_i \cdot x_j)^d \]

- radial basis (Gauss) function:
  \[ k(x_i, x_j) = e^{-\frac{||x_i-x_j||^2}{2\sigma^2}} \]

- hyperbolic tangent:
  \[ k(x_i, x_j) = \tanh(\kappa x_i \cdot x_j + c) \]

- ANOVA:
  \[ k(x_i, x_j) = \sum_{k=1}^{n} e^{-\sigma(x_i^k-x_j^k)^2} \]

In the kernels, observations are denoted by \( x_i \) and \( x_j \), the other parameters, which control the dimensionality and complexity of the projection, should be determined by the user in line with the characteristics of the dataset under consideration. This empirical optimization task is often done by the so-called grid search approach during which the user determine \( n \) different values for parameter \( C \) and \( m \) different values for the parameter of the applied kernel function and then develops a model for each of the elements of this \( m \times n \) matrix of which the parameter setting resulting the highest performance is selected for model building (see for an example the work by Yeh et al. [2010]). Another possibility is to use genetic algorithms to find the optimal parameters for SVM (Hsieh et al. [2012]).
Another problem that running time of the algorithm is increasing in sample size, so significant effort has been done in order to simplify the mathematical background of the method and to enhance its classification ability (Yang [2007], Peng et al. [2008], Yu et al. [2011], Kim et al. [2012]).

Neural networks and SVM are categorized into the methods of artificial intelligence in the literature. Their advantage is their capability of extracting the complex nonlinear relationship between the dependent variable and the explanatory factors without any assumption on the functional form of the relationship. In other word, these techniques try to discover the relation on the basis of the available data (Marqués et al. [2012b]). Thanks to this property, classification performance of both methods is substantially higher than it is in the case of traditional statistical models. However, their common drawback that both method can be considered as a black box which means that the modeler know only the input and the resulting output but he/she doesn’t receive answer to the question of how much is the weight of each variables in making the predictions. According to Martens et al. [2010], the problem is so severe that, in spite of their excellent classification accuracy, it is not likely that these methods become popular as decision support systems for lending decisions. Similar conclusion was drawn by Lee-Choi [2013] who think that the absence of interpretability seriously restricts their applicability in making managerial decisions. Probably, this is the main reason for the fact that banks have still been using the simpler traditional statistical methods in their internal rating systems (Riberio et al. [2012]).

The problem arising from the absence of interpretability has been unsolved for SVM, however in the case of NN there have been attempts at filling this research gap. Combination with fuzzy approach was proposed by Akkoc [2012], Trinkle-Baldwin
[2007] tried to calculate variables based on the weights of a developed network in order the interpret it. In spite of the promising results, this research direction doesn’t play dominant role in the literature, so neural networks are still categorized to the black box type methods.

After discussing the most important methods used in bankruptcy prediction, it should be mentioned the work of Serrano-Cinca – Gutiérrez-Nieto [2013] who developed models with the classification algorithms frequently used in this field then classified the methods themselves based on their predictions in order to examine their possible similarities. Building on their results, it can be concluded that methods based on similar theoretical foundations tend to give similar predictions. The cited authors identified the following clusters among the classifiers they examined:

- methods generating decision trees;
- classification algorithms based on linear separation (linear discriminant analysis, SVM);
- logistic regression and neural networks.

2.3.4.3. Hybrid methods and ensembles

In the previous sections, theoretical basis, advantages and drawbacks of classification methods commonly used in bankruptcy prediction were presented. With respect to their mathematical nature, all methods suffer from some defects and they have also advantageous properties. This fact raises the possibility of combining different methods in order to enhance the performance of individual classifiers. This approach is an increasing trend in bankruptcy prediction (Cao [2012a]). Research in this field can be categorized into two main groups:
- ensemble methods: a *particular* classification algorithm is applied several times, then the final prediction is made on the basis of the outputs given by the single models developed previously;

- hybrid models: combine the outputs of *different* classification methods in order to make more accurate predictions.

According to Kim-Kang [2012], ensemble methods are machine learning techniques which try to enhance the learning capability of weak classifiers by their repeated application. The two most popular ensemble methods are the Boosting and the Bagging.

The essence of Bagging is to choose $n$ random subsample with replacement from the available dataset, then a particular classification algorithm will be applied on every subsample, that is, as a result, $n$ predictions will be available for every observation in the dataset. The final prediction of the Bagging model is generated as the average of the predictions given by the $n$ models. In the Bagging procedure, every instance has equal probability to be incorporated in each subsample.

In contrary, it is true only for the first subsample in the case of Boosting where observations misclassified (correctly classified) by the model developed on the first subsample have higher (lower) probability to be chosen in the next subsample. The number of subsamples can be determined by the user, so the probability of inclusion in the subsamples is varying according to the performance of the models built on data of the previous steps. The aim of the Boosting procedure is to correct the mistakes of the previous models which is an advantageous property but classification performance of Boosting is often lower than it is in the case of Bagging. The main reason for this is the fact that Boosting is prone to overweight outlier observations.
which are very often unidentifiable and this can lead to the distortion of the model
and to the degradation of its discriminating power (Kim-Kang [2012]).

The effectiveness of ensemble methods roots in the diversity of models developed on
the subsamples. In the case of the two previously discussed ensembles, diversity
comes from the random samples drawn by the entire set of observations. It is also
possible to construct an ensemble when random subsamples are generated from the
available set of independent variables. The final prediction is based on the average of
the outputs given by the models containing different subsets of independent variables
but based on the full set of observations. There are two popular method in this group:
Random Subspace and Random Forests. The methodological background of these
procedures is not described here due to space limitations. For more details, please see
the cited works in this subsection.

Different kinds of ensemble methods are combined in order to further enhance the
performance of the models in the current literature. Marqués et al. [2012a] found that
the best combination is the simultaneous application of Bagging and Random
Subspace. This combination was also applied by Wang-Ma [2012] in order to
enhance the predictive power of SVM. The combination of Boosting and Random
Subspace had also been examined earlier by the same authors (Wang-Ma [2011]).

It can be questionable which classification method is worth using in ensembles. The
answer was tried to be given by Marqués et al. [2012b]. They applied several basic
classification algorithm on several databases. They obtained the best result with the
C4.5 procedure, so its application is reasonable in ensembles. This result is in line
with the research finding of Kim-Kang [2012] who stated that those classification
methods are effective in ensembles whose performance are unstable. The cited
authors analyzed the correlation of predictions obtained on different subsamples and found that the outputs of neural networks and SVM are relatively stable, in contrast to those of decision trees where they found higher standard deviation. They also assumed that the application of decision trees in ensembles is more efficient than the usage of other methods. This assumption was verified by their empirical investigations as well.

The second approach (hybrid methods) combines the outputs of different classification algorithms in order to enhance the performance obtainable via a single classifier. The idea was suggested earlier by Olmeda-Fernandez [1997], but it has become an active research direction only nowadays. Later, it was also suggested by Kiang [2003] that in the case when different methods misclassify different observations, it can be worth combining their results. These suggestions were confirmed by the empirical results of Yim-Mithcell [2005] who used the predictions of discriminant analysis, logistic regression and probit regression as inputs to the neural network which showed higher accuracy than the single classifiers. Recently, Cao [2012b] has conducted similar research. He also found better predictive capability in the case of models which combined the outputs of several single classifiers.

2.3.4.4. Results of methodological comparative studies

Nonparametric procedures discussed in the previous sections started replacing statistical methods in the research of bankruptcy prediction from the 90s (Feki et al. [2012]). The mainstream research direction dealing with the question of which classifier achieves the best predictive performance was also emerged during the last
decade of the 20th century. In spite of the fact that more and more can be read that it is very likely that this “best classifier” doesn’t exist (Marqués et al. [2012a]), most of the studies have still been dealing with comparing the hit rates of different classifiers (Sánchez-Lasheras et al. [2012]). Some of them are compiled here in a non-exhaustive list below.

Table 1. Publications comparing classification methods in bankruptcy prediction

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Applied methods</th>
<th>Best performing method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salchenberger et al. [1992]</td>
<td>NN, LA</td>
<td>NN</td>
</tr>
<tr>
<td>Tam-Kiang [1992]</td>
<td>NN, DA, LA, KNN</td>
<td>NN</td>
</tr>
<tr>
<td>Coats-Fant [1993]</td>
<td>NN, DA</td>
<td>NN</td>
</tr>
<tr>
<td>Altman et al. [1994]</td>
<td>NN, DA</td>
<td>NN</td>
</tr>
<tr>
<td>Wilson-Sharda [1994]</td>
<td>NN, DA</td>
<td>NN</td>
</tr>
<tr>
<td>Alici [1995]</td>
<td>NN, DA, LA</td>
<td>NN</td>
</tr>
<tr>
<td>Back et al. [1996]</td>
<td>NN, DA, LA</td>
<td>NN</td>
</tr>
<tr>
<td>Leshno-Spector [1996]</td>
<td>NN, DA</td>
<td>NN</td>
</tr>
<tr>
<td>Tan [1999]</td>
<td>NN, PA</td>
<td>NN</td>
</tr>
<tr>
<td>Zhang et al. [1999]</td>
<td>NN, LA</td>
<td>NN</td>
</tr>
<tr>
<td>Fan-Palaniswami [2000]</td>
<td>NN, DA, SVM, LVQ</td>
<td>SVM</td>
</tr>
<tr>
<td>McKee-Greenstein [2000]</td>
<td>NN, LA, ID3</td>
<td>ID3</td>
</tr>
<tr>
<td>Neophytou et al. [2000]</td>
<td>NN, DA, LA</td>
<td>NN</td>
</tr>
<tr>
<td>Huang et al. [2004]</td>
<td>NN, LA, SVM</td>
<td>SVM</td>
</tr>
<tr>
<td>Min-Lee [2005]</td>
<td>NN, DA, LA, SVM</td>
<td>NN, SVM</td>
</tr>
<tr>
<td>Ding et al. [2008]</td>
<td>NN, DA, LA, SVM</td>
<td>SVM</td>
</tr>
<tr>
<td>Yoon et al. [2008]</td>
<td>NN, DA, LA, CART, C5</td>
<td>NN, SVM</td>
</tr>
<tr>
<td>Kim-Sohn [2010]</td>
<td>NN, LA, SVM</td>
<td>SVM</td>
</tr>
<tr>
<td>Lee-To [2010]</td>
<td>NN, SVM</td>
<td>SVM</td>
</tr>
<tr>
<td>Moro et al. [2011]</td>
<td>LA, SVM</td>
<td>SVM</td>
</tr>
<tr>
<td>Xiaosi et al. [2011]</td>
<td>NN, LA, SVM</td>
<td>SVM</td>
</tr>
<tr>
<td>Bae [2012]</td>
<td>NN, DA, LA, SVM, C5, BC</td>
<td>SVM</td>
</tr>
<tr>
<td>Erdal-Ekinci [2012]</td>
<td>NN, SVM</td>
<td>SVM</td>
</tr>
<tr>
<td>Lee-Choi [2013]</td>
<td>DA, NN</td>
<td>NN</td>
</tr>
</tbody>
</table>

14 Meaning of abbreviations:
DA: discriminant analysis
NN: neural networks
LA: logistic regression
C5: extended version of C4.5
BC: Bayes classification
CART: classification and regression trees
ID3: former version of C4.5
LVQ: learning vector quantization
KNN: k nearest neighbor

15 There was no significant difference between the methods where two methods are indicated.
The list in Table 1 cannot be considered as full because the number of publications related to the mainstream research direction is enormous. However, this short list is capable of reflecting the trends observable in the literature. Until the new millennium, neural networks was compared to traditional statistical methods. The findings consistently indicated the superiority of the former over the latter. SVM appeared in bankruptcy prediction in the early years of 2000s. From this time, the comparison of these two machine learning techniques was the main research direction. SVM exhibited higher accuracy than neural networks in the majority of the cited publications. According to Yu et al. [2014], studies based on the application of machine learning can be considered as the mainstream research direction in bankruptcy prediction. However, it should be emphasized an important issue related to the trends observable in the literature. As Serrano-Cinca – Guttiérez-Nieto [2013] highlighted, studies showing the fact that state-of-the-art classification algorithms have better discriminating ability than those of older ones are overrepresented in the literature. Furthermore, it also should be noted that classification performance of machine learning algorithms depend to a great extent on their parameters to be set by the user. In light of this, however, it is questionable how much effort was made by the researcher to find the appropriate parameters maximizing the predictive performance of the methods.

Table 1 doesn’t contain research results from the last 4-5 years. The most recent trend is the application of ensemble algorithms and hybrid methods. The accuracy of them are usually higher than it is obtainable by using single classifiers. To sum up, these techniques can be considered as the state-of-the-art methods in bankruptcy prediction nowadays.
2.3.5. Performance evaluation of the model

Evaluating model performance is a basic requirement in science as well as in practice in order to see whether the performance of the model is higher than it is obtainable by random guessing, furthermore in order to judge the performance of a newer model compared to the extant models. A wide range of performance indicators is available in the literature. In the thesis, only the most important and most frequently used measures are presented in detail due to space limitations.

2.3.5.1. Measuring the classification performance

Since bankruptcy models are generally developed for predictive purposes, the most important measure of their performance is the hit rate which is the ratio of the correctly classified observations to the total number of instances. This measure can be calculated on the basis of values in the confusion matrix. The general form of this matrix is shown below.

Figure 8. Confusion matrix

<table>
<thead>
<tr>
<th>Observed class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bankrupt</td>
<td>Bankrupt</td>
</tr>
<tr>
<td>Healthy</td>
<td>Healthy</td>
</tr>
</tbody>
</table>

The hit ratio of a model can be calculated by using the formula below

$$\frac{a + d}{a + b + c + d}$$
Based on the values in the matrix, further performance metrics are also calculable. Special attention is devoted in the literature to the type I error which can be determined by the following ratio:

$$\frac{b}{a + b}$$

The proportion of bankrupt observations incorrectly classified by the model is measured by this indicator. According to Du Jardin [2010], bankruptcy prediction should focus on minimizing this type of error because classifying a bankrupt company as normal can result in bad lending decision causing serious losses if the company under consideration will go bankrupt in the future. Much lower cost is associated to the Type II error which can be calculated with the formula below.

$$\frac{c}{c + d}$$

This measure expresses the proportion of healthy firms classified as bankrupt by the model relative to the total number of healthy observations. This type of error is less costly from investment point of view. In the context of lending decisions, it can lead to not financing a company. In such a case, the lender loses the amount of possible profit which is much lower than the cost of Type I error where the lender could lose even the full amount of the provided credit. In the literature, only estimations can be found for the ratio of the Type I and Type II errors. In the absence of exact information, most of the researchers doesn’t pay attention to the costs of misclassification but they are aware of the inequality of the costs associated to these two types of errors and try to develop models minimizing the more costly Type I error.
Some authors should also be mentioned because they emphasized the fact that the two types of errors are extremely asymmetric in bankruptcy prediction, hence they aimed to minimize the expected cost of misclassification rather than maximize the hit rate of the model. In this respect, among others the works by Nanda-Pendharkar [2001] and Chen et al. [2011] can be mentioned.

Classification performance of bankruptcy models is often visualized and measured by ROC\textsuperscript{16} curve, which is shown on the figure below.

**Figure 9. ROC curve**

- ROC curve denoted by B expresses the relationship between Type II error and the hit rate of bankrupt firms. Models achieving the highest hit rate among bankrupt companies at any given level of Type II error are preferred when comparing different

\textsuperscript{16} Receiver Operating Characteristic
models. In this case, curve B diverges from the diagonal line (C) which represents the random guessing. The greater the divergence, the higher the classification performance. To measure this, area under the ROC curve, which is the area between curve B and the diagonal line in this example, is a commonly used performance indicator (see for example the work by Blanco et al. [2013]). The area under the ROC curve is maximal for curve A which is the case of the perfect model.

In addition to these measures, Brier score is also used which is calculable only in the case when the probability of bankruptcy is quantifiable by the classification algorithm. Brier score can be obtained with the following formula (Lin et al. [2011]):

$$BS = \frac{\sum_{i=1}^{n}(p_i - o_i)}{n}$$

Where $p_i$ denotes the probability of bankruptcy estimated by the model, $o_i$ stands for the observed class of the company (1 in the case of bankrupt, 0 in the case of operating firm), $n$ denotes the number of observations.

The presented performance measures are the most popular metrics in the literature when assessing and comparing different models. However, there are also other tools for evaluating the performance of the models which are also often used in the literature but I don’t have the possibility to describe them in more detail in this work due to space limitations. The Gini coefficient and the CAP\textsuperscript{17} curve are also worth mentioning because these metrics are commonly used in the practice of default modelling as well as in the literature.

\textsuperscript{17} Cumulative Accuracy Profiles
### 2.3.5.2. Validation procedures

Performance measures discussed above can be applied on the training sample used to develop the model and on another set of observations which weren’t included in the training sample. This dataset is called as test sample in the literature. Since, bankruptcy models aim to predict future insolvency, their predictive power can be assessed by the error on the test samples. It should be emphasized that the error rate on a particular test sample is only an estimation since this error rate is dependent on which observations are present in the given test sample. The assessment of the predictive power of the models is called as validation in the literature, so the test sample is often called as validation sample as well.

Ex post (ex ante) validation is the case when the performance measures are calculated on the training (test) sample. In the most rigorous form of ex ante validation, the predictive performance of the model developed on data from a given period of time is evaluated on a test set from a later period. For example, if a model is developed on a training sample which covers the period 2010-2012, then a test sample should consist of observations for example from 2013 (or from a later period) in the case of this validation scheme which can also be named as intertemporal validation.

In the first decades of research in bankruptcy prediction, researchers often faced with the problem that the performance of the models is much lower on data coming from a later period of time (Platt-Platt [1990]). Instability\(^{18}\) of financial ratios over time was marked as the most likely explanation for this phenomenon. The problem has still been existed as it was highlighted by Berg [2007], however, this question is often ignored in the mainstream research of bankruptcy prediction.

\(^{18}\) See the subsection 2.3.2.1. for more details
It should be noted that there are two main modelling approach in bankruptcy prediction. The first stands closer to the practical model building process used for rating debtors. In this context, bankruptcy prediction can be considered as a data fitting task (Darayseh et al. [2003]) which aims to develop as accurate predictive models as possible. The second modelling approach is more common in the academic world since researchers not necessarily want to develop a ready-to-use model for practical application. Instead, the purpose is often to propose and demonstrate a new or different concept and its usage in bankruptcy prediction. In such cases, the authors wish to prove the fact that the predictive power of models developed by applying the concept proposed by them is not attributable to a particular training and testing sets chosen by the researchers, but the proposed concept is efficient irrespective of the way that the training and testing samples were generated. In the case of this kind of empirical investigations, the dataset is divided into training and testing samples several times. This multiple validation scheme is conducted in the following three main forms in the literature.

1. Leave-one-out (Jackknife) validation

In line with its name, the procedure uses \( n-1 \) instances as training sample and the remaining observation as test “sample” in the case of a dataset consisting of \( n \) companies. The method is repeated \( n \)-times so that each instance will be used once as a testing case. The predictive performance of the model developed with the examined concept is estimated by using the predictions made on each observations when they were used as testing cases.
If the number of the available observations is low and it is not possible to generate test sample(s) then this method is to be preferred. It barely decreases the number of instances available for the training sample, so it is possible to generate more accurate models when the sample size is very limited. This is another advantageous property of the method (Wang [2004]) especially for classification algorithms which performance is more sensitive to the size of the training sample (Leshno-Spector [1996]). The drawback of this validation scheme lies in its high computational cost which may cause problems in the case of large datasets and more sophisticated classification algorithms. These are the reasons why this procedure is rarely used in practice.

2. Cross-validation

The most frequent technique used to estimate the predictive power of bankruptcy models is the cross-validation scheme in which the entire database is divided into \( n \) equal parts. \( n-1 \) parts are used as training sample and the remaining for testing purposes. In this scheme, every part is used once as the testing sample. At the end of the process, after every part has been used as testing sample, the average of the accuracies obtained on each test samples is used as the estimation for the predictive power of the model. There has been a vast amount of research using this approach form 2000 (see for example the works by Ahn et al. [2000] and Harris [2013]).

The estimation obtained by using cross-validation may be sensitive to the percentiles used to divide the database into \( n \) equal parts. In order to mitigate the possible bias coming from arbitrarily chosen percentiles, cross-validation procedure can be applied multiple times (\( k \) times). In this case, percentiles dividing the database into \( n \) equal
parts are randomly chosen $k$ times, then the whole cross-validation process is repeated $k$ times. The predictive performance of the model is evaluated on the basis of the average classification accuracy obtained on the $k \times n$ testing samples. This method was used by Alfaro et al. [2008] for example.

Finally, it should be noted that there isn’t any guideline in the literature for the values of $k$ and $n$. These should be determined by the researcher who has to take into account that the size of the testing sample should be large enough so that statistical conclusions on the predictive performance of the model can be drawn. In the reviewed literature, $n$ varied usually between 5 and 50.

3. Multiple random division

In addition to the methods discussed above, partition of database into training and testing samples in a user defined ratio is a very common approach in the literature. An example for this is the study by Min et al. [2011]. They divided the dataset into training and testing set in 80:20 ratio 100 times by using different cut point for the division. Predictive power of the model was evaluated on the basis of the average accuracy ratio obtained on the 100 testing samples. Similar to the cross-validation, there isn’t objective guideline neither for the ratio of the division nor for the number of divisions. Hu-Tseng [2007] and Hu [2009] examined the following partitioning ratios with different classifiers: 80:20, 70:30, 60:40, 50:50. They highlighted that the difference between the estimated predictive powers of the same classifier may reach the level of 5 percentage points depending on the ratio applied for division. Optimal ratio, however, wasn’t found and proposed by the authors because their results were contradictory. So, only one guideline remains for practice and scientific research: the
size of the testing set should be large enough so that conclusion can be drawn based on them, furthermore, there must be enough instances in the training sample as well in order to have enough information for building adequate models.

Though, cross-validation and multiple division are frequently used, they are sometimes subject to criticism. Both method estimate the predictive performance of a model on the basis of the results obtained on test samples which were taken into consideration to some extent during the model building. However, this can raise the issue that these models may be overfitted to the given testing samples. To avoid this problem, Chen et al. [2011] divided their database into three parts: training, testing and validation with the ratio of 60:20:20. The 60% of the dataset is used for developing a model. The testing sample is used to optimize the parameters of the classifier in order to maximize its performance which is tested on the remaining 20% of the observations called as validation set. The advantage of this approach is that observations used for estimating the predictive power of the model are not present in any form in the model building, so the probability of sample specific results could be minimal.

Finally, it should have been noted that there hasn’t been consensus in the literature regarding the choice between validation techniques presented above. The most popular procedure is the cross-validation followed by the multiple random division. Application of leave-one-out method is very rare due its extremely high computational cost. It is an interesting issue that researchers usually don’t justify why they choose one or another validation method. This practice can raise the question of whether there is a difference between the two most popular validation methods. Do one or another give more optimistic estimate for the predictive power of the model or not? I empirically investigated this question. The details of this research
cannot be described here due to space limitations. If the Reader is interested in this topic, I recommend one of my works (Nyitrai [2014]).

2.4. The Hungarian literature of bankruptcy prediction

The possibility of scientific research of bankruptcy prediction in Hungary was facilitated by the appearance of bankruptcy law in 1991 (Virág et al. [2013]). The first Hungarian bankruptcy prediction model was published by Virág [1993]. The literature on bankruptcy prediction has become increasingly relevant in the Hungarian journals related to business sciences in the last two decades. In the following subsections, I briefly present the main findings coming from the Hungarian publications in this field. Since the Hungarian literature is narrower than the international, furthermore it focuses primarily on the mainstream research direction, it is not possible to review the Hungarian literature by following the “cross-sectional” approach presented earlier in the thesis. Instead, I briefly describe the most important findings of Hungarian studies published in scientific journals in chronological order.

2.4.1. The beginning of bankruptcy prediction in Hungary

Bankruptcy prediction was pioneered by Virág-Hajdu [1996] in Hungary. They examined 17 financial ratios for 156 Hungarian manufacturing firms over the period of 1990-1991. They applied linear discriminant analysis and logistic regression as classification tools and achieved 77.9 % and 81.8 % accuracy respectively.

Later, the same authors developed a set of bankruptcy models which consisted of one model for the whole Hungarian economy, 10 models for the main economic sections
and 30 specialized models for the most important sectors of our country. This set of models was based on data for more than 10000 Hungarian enterprises and was capable of achieving especially high hit rates. Another important finding of the cited authors that they emphasized that predictions of bankruptcy models can be considered as early warning signals rather than as predictions literally. They argued that the predicted probabilities express only the extent to which each observation is similar to bankrupt or operating companies (see Virág et al. [2013] for more details).

2.4.2. Neural networks in Hungarian bankruptcy prediction

The Hungarian literature of bankruptcy prediction has also been affected by the development of classification methods. In the middle of the first decade of the new millennium, studies comparing different classification methods, which constitute the mainstream research direction in the international literature, appeared in Hungary as well. The results obtained in our country are in line with those of the international tendencies.

Machine learning methods based on artificial intelligence have started replacing for statistical methods from the 1990s in the international literature. This phenomenon dates back to the early years of the new millennium in Hungary. A comparative study based on data of the first Hungarian bankruptcy prediction model was conducted by Virág-Kristóf [2005] who examined the question of whether neural networks are real alternatives to traditional statistical methods, similarly to the trends observable in the international literature.
Later, the same authors conducted another empirical investigation on the basis of the same database. They compared the performance of four widely used classification algorithms in which industry adjusted financial ratios proposed by Platt-Platt [1990] were used as input variables. They concluded that traditional statistical methods are outperformed by the methods of artificial intelligence in the case of Hungarian enterprises as well (Virág-Kristóf [2006]).

2.4.3. Appearance of state-of-the-art methods in the Hungarian bankruptcy prediction

Combination of different methods constitutes a new and developing trend in bankruptcy prediction. This approach appeared in the Hungarian literature as well in the work of Virág-Kristóf [2009] at the end of the first decade of the new millennium. In their analysis conducted on a small sample, firms as coordinates in a high dimensional feature space were projected into a lower dimensional space by multidimensional scaling, then they applied logistic regression to classify the observations in this reduced space. The cited authors found outstanding classification performance even in the case of this simple method.

The Hungarian literature of bankruptcy prediction has reached the level of the international literature with respect to examined research questions as well as the applied methods. In addition to the comparative studies related to the mainstream research direction, studies emphasizing the importance of data preprocessing tasks also appeared thanks to the work by Kristóf-Virág [2012]. They examined the predictive ability of discretized variables via CHAID method and the factors
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19 discriminant analysis, logistic regression, decision trees, neural networks
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produced by principal component analysis as input variables to the commonly used classification algorithms. Based on the results, the cited authors concluded that effects of data preprocessing tasks under consideration depend on the applied classification algorithm, that is, for example, using principal components instead of the original financial ratios had different impact on the performance of neural networks than in the case of decision trees. They also found that the application of discretization via CHAID and principal components (or both of them) never decreased the performance of the classification algorithms under consideration. Data preprocessing had positive impact on the discriminating performance but to different extent depending on the chosen classification method.

SVM belonging to the state-of-the-art methods also appeared in the Hungarian literature of bankruptcy prediction in the work of Virág-Nyitrai [2013]. They were the first in Hungary who applied this method to data for Hungarian firms. The cited authors used the database of the first Hungarian bankruptcy prediction model since numerous empirical analysis had been conducted by different classification algorithms on this dataset. So, the choice of this database was reasonable because it allowed direct comparison of the performance of SVM with those of traditional statistical methods and neural networks. The findings of the cited authors are in line with the trends observable in the international literature because the SVM showed higher hit rates on the training and the testing samples under consideration than the traditional methods of mathematical statistics and neural networks on this database.

Similarly, the database of the first Hungarian bankruptcy prediction model was used to compare the performance of rough set theory (RST) with other classifiers by Virág-Nyitrai [2014]. As it was stated in the sections presenting the methodological issues of bankruptcy prediction, algorithms of machine learning are typically black
boxes which property significantly restricts their applicability in the real life in spite of their relatively high classification power. Interpretability is a very important issue regarding bankruptcy prediction models, hence the application of decision trees were recommended by Martens et al. [2010] in this field. Similar question was examined by Virág-Nyitrai [2014] because the RST method also generates easily interpretable “if-then” rules. Using the dataset of the first Hungarian bankruptcy prediction model, the cited authors addressed the question of whether the modeler has to give up the interpretability of the model to achieve higher classification performance. They found that the RST method was capable of providing the same classification performance than the SVM did in their earlier work, that is, they didn’t find a trade-off between the interpretability and the predictive power of bankruptcy prediction models.
3. RESEARCH HYPOTHESES

In the first part of the thesis, I described the main terms of the chosen research topic, then in the second part, I overviewed the evolution of the literature of bankruptcy prediction by applying a new “cross-sectional” approach. In this part, I present the research questions wished to examine which may be relevant to the future development of this field based on the tendencies observable in the reviewed literature.

3.1. Open research questions in the literature

As it could be seen in the literature review, the development of this field is dominated by the progress of methodology which is indicated by the number of publications dealing with the comparison of different classification methods. I think that this research direction can be considered as a mainstream topic in bankruptcy prediction. Based on the results published in the international literature, I think that the possibility of developing model with higher classification performance by using a more recent and more sophisticated methodology is limited, the incremental increase in predictive performance to the extant and widely used methods is usually marginal.

At the same time, it should also be emphasized that only a marginal increase in predictive performance could generate substantial benefit (Wang-Ma [2012]) to those who apply these models. Because of it, it should be taken all the possible opportunities to enhance the performance of the bankruptcy prediction models. The main research hypothesis of my work is that the predictive power of models can be increased not only from the methodological side. This can also be possible by
exploiting the information content of financial variables to a greater extent. An alternative to do this is to take into account the information captured in the time series of static financial ratios.

3.1.1. Dynamic financial variables in bankruptcy prediction

The process of bankruptcy model building depicted in Figure 1 was the guide line for the literature review of the thesis. Comparative studies analyzing different classification algorithms have given very much attention in the scientific literature. This can be considered as the mainstream research line in this field. Compared to this, other stages of bankruptcy prediction model building are understudied.

It is especially true for the data preprocessing which has just started getting greater emphasis in the last decade. In the literature review, I cited numerous authors who think that the static nature of bankruptcy prediction models is a serious problem, so filling this gap can be considered as a fruitful future research direction. A simple approach was proposed by Berg [2007] who used the year-to-year changes of financial ratios in addition to their static values as input variables for his models. He tried to relax the static nature of models by using financial ratios not only from the most recent year, but he used financial data from the first, second and third year prior to bankruptcy as explanatory variables.

A more sophisticated methodology was applied by Du Jardin-Séverin [2012] to dynamize bankruptcy prediction models. They visualized the time series of financial ratios by using self-organizing maps and then classified them in order to identify the typical evolution of financial ratios in the case of bankrupt and operating companies.
In my opinion, similar dynamization can be conducted by generating such variables which can express the value of a financial ratio from the most recent year in the mirror of those from the previous period. I propose the following formula which can be a possible tool for this purpose:

\[
\frac{X_{i,t-1} - X_{i,\min_{[t-2:t-n]}}}{X_{i,\max_{[t-2:t-n]}} - X_{i,\min_{[t-2:t-n]}}}
\]

where

- \( X \) the value of a financial ratio,
- \( i \) id for a firm,
- \( t \) the year for which prediction to be made,
- \( n \) the number of years for which the firm was observed.

The variable defined above is called as dynamic financial variable (for short dynamic variable) in the followings. I assume that these variables are capable of effectively discriminating between bankrupt and non-bankrupt companies. The base of this hypothesis is the seminal work of Beaver [1966] who visualized the time evolution of Cash flow/Debt ratio over a five year period before bankruptcy for a bankrupt and for a healthy company in a figure similar to the following.
In the figure, time series of Cash flow/Debt ratio for a bankrupt (dashed line) and a non-bankrupt (continuous line) firm were visualized by the cited author. As one can see in the figure, the ratio for the healthy firm is relatively stable and high, in contrast, it is continuously decreasing for the failed company as it is coming closer to bankruptcy. Dynamic financial variables proposed in the thesis are capable of expressing this time evolution for each financial ratio.

### 3.1.2. Handling outliers

To calculate the dynamic variables, it is necessary to have a database consisting of continuous time series of financial ratios for each observation so that their trends can be analyzed. It should be emphasized that time series of financial ratios for Hungarian companies is not likely to be so tendentious as it could be seen in Figure
10. Examining longer time series, it is likely to see such years which breaks the trend formed by the data of another years, that is, outlier years may also be observable in the time series. An example drawn from my research database is shown in Figure 11 where the time evolution of the liquidity ratio for a healthy Hungarian firm can be seen.

**Figure 11: A time series containing outlier value**

As it can be seen in the figure, the liquidity ratio of the firm under consideration is relatively stable over the examined period. The only exception is the sixth year when the variable had an extreme high (outlier) value. Conclusions based on this time series would be biased if one takes the value of the outlier year into consideration.

To avoid this, I think it is worth replacing for the outlier values in each financial ratio time series by the value which is the closest to the outlier but it cannot be considered as outlier. This replacement is not worth conducting by the data from the most recent
year because failing companies often exhibit extreme high/low values one year prior to bankruptcy in the case of some financial ratios. Their correction, though, would make the database easy to handle statistically but at the cost of losing information which could be relevant in identifying bankrupt companies.

Before replacing, it should be defined which value can be considered as outlier. In the absence of objective definition, I think it is worth using statistical rules of thumb. It is a common approach to consider a value as outlier if it is outside the range of +/- three standard deviations around the mean of the given variable. However, the application of this “rule” is grounded only when the number of observations is relatively high (more hundreds or thousands). Given the length of the time series for each companies, I think it is more appropriate to use a “more rigorous outlier definition” in order to more effectively filter out outlier observations. Hence, I examined the effects of the case when an observation is considered as outlier if its value is outside the range of +/- 2 standard deviations around the mean of the time series of the given variable for each firms. The method proposed here for handling outliers will be presented in detail on the basis of a numerical example in Section 5.3.

### 3.2. Research hypotheses examined in the thesis

There is a lot of open research question in the field of bankruptcy prediction of which numerous example was presented in the literature review. Given the empirical nature of this science, unambiguous answers cannot be expected for any questions. However, the more studies come to similar conclusions, the more likely is that those are the true answers to the given question. Due to space limitations, I had to restrict
my thesis to the most relevant topics of which I could examine only a few research questions during my PhD studies.

Building on the reviewed literature, I examined the following hypotheses in my work.

1. In the case of my research sample, there are such dynamic financial variables which have statistically significant discriminating power between the bankrupt and healthy companies.

2. Using decision trees developed with CHAID procedure as classification algorithm for bankruptcy prediction models, the predictive power of models containing static financial ratios from the most recent year in combination with the dynamic variables is significantly higher than those of models in which only static financial ratios from the most recent year were used as input variables.

3. In the case of the available sample, predictive power of models containing dynamic financial variables and developed with CHAID algorithm can be increased if outlier values are replaced by such values which are the closest to them in the same time series but not outliers.

During the examination of the third hypothesis, the whole time series of each financial ratios were standardized by using the mean and the standard deviation of the time series in the period \([t-2; t-n]\). Observations in each time series outside the range \((-2, 2)\) were considered as outliers. The calculations are presented in detail on the basis of a numerical example in Section 5.3.

Examination of the hypotheses was carried out by using the CHAID procedure generating decision tree. One of the reasons for the choice is that this algorithm is a
built-in method in SPSS which is a commonly used software in empirical researches. Another reason is that interpretable models are preferred in the literature with respect to the applicability of research results in the real life (Martens et al. [2010]). Decision trees were recommended by the cited authors because these algorithms don’t impose any statistical restriction on the examined dataset, furthermore classification is done via easily interpretable “if-then” rules, and finally their classification performance is relatively high. Based on the above mentioned reasons, I have chosen the CHAID procedure which also generates decision tree.
4. DATA USED IN THE EMPIRICAL RESEARCH

As it was mentioned in the introduction, the scientific research of bankruptcy prediction was restricted by data availability in Hungary until the end of the first decade of the new millennium. This obstacle has been eliminated since 2009 because, from this year, enterprises registered in Hungary has been obliged to publish their financial statements on a website determined by the law. Financial statements are freely available on this site where it is possible to search based on the name or the register number of firms.

Taking this opportunity, I wished to examine my hypotheses based on a database consisting of as much observation as possible for the most recent data. I describe the method of sampling and the resulting dataset in this section.

4.1. General sampling issues

In order to examine the addressed research questions, I collected my own sample. The first question was related to the size of the dataset. I maximized the number of observations at 1000 instances that can be considered as a small sample compared to the total number of firms operating in Hungary. The choice of this relatively small sample size can be justified by the manual way of data gathering which was a very time-consuming task especially from publicly available databases. Furthermore, it should be emphasized that data were collected for all the available years until 2001, not only for the most recent year.
Next to the sample size, the second important question was related to the proportion of bankrupt and non-bankrupt firms in the dataset. I represented the two groups evenly in my database. The main reason for this decision was the fact that application of a representative sample would have resulted in a database containing very few instances from the bankrupt group. This issue would have raised the problem of whether such a dataset provides enough information for the classification algorithm to develop bankruptcy prediction model which is capable of identifying bankrupt companies with an acceptable accuracy. Since, in bankruptcy prediction, the proper classification of failed firms is more important than the healthy companies (Du Jardin [2010]), I chose the ratio of 50-50 % for bankrupt and operating companies during data gathering in order to avoid the above mentioned problem.

The third question regarding to sampling is the operationalization of the terms used in the research hypotheses. In the context of bankruptcy prediction, it should be defined which firm can be considered as bankrupt and which as healthy. It is of special importance since, as it was discussed in the introduction describing the terms used in the thesis, the term of bankruptcy is usually not literally used in this field.

Observations under liquidation or bankruptcy proceeding at the time of sampling were considered as bankrupt companies. Firms which were not under liquidation, bankruptcy or voluntary dissolution proceedings at the time of sampling were considered as healthy observations. These facts were observed on the basis of the Hungarian Trade Register which is available online at www.e-cegjegyzek.hu provided by the Ministry for Public Administration and Justice.
4.2. Process of data gathering

The Company Gazette was the starting information source of data gathering. Some of its issues were randomly chosen. The observations of the sample were selected from the companies publishing announcement in these issues by following the aspects below.

1. The most essential aspect of sampling was that financial statements (balance sheet and income statement) of firms must be available at least three consecutive years starting from the most recent year in case of operating and starting from the year before bankruptcy in the case of failed firms. The main reason behind it that the primary purpose of the research is to examine the discriminating power of variables which reflect the value of the most recent financial ratios in the mirror of those from previous years. To do this, it is necessary to have data over at least a three year period.

2. Firms whose financial ratios didn’t exhibit standard deviation over time were excluded from the analysis because dynamic financial variables cannot be calculated in such cases.

3. Companies which hadn’t been realizing sales\(^\text{20}\) for at least two consecutive years were also excluded from the experiment. The reason for it that these firms are likely not doing real business activity, so their inclusion would have had distorting impact on the performance of the models.

Financial ratios for firms included in the sample were calculated on the basis of data in financial statements published in accordance with the requirements of the
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\(^{20}\) Companies with at most one year without sales were allowed to be included in the sample since I experienced several times during the data gathering that bankrupt companies often have zero sales in the year before their bankruptcy. So, excluding such cases would also exclude an important signal for impending failure which can help in identifying and predicting bankruptcy.
Hungarian accounting act. The financial statements were accessed at [http://e-beszamolo.im.gov.hu/kereses-Default.aspx](http://e-beszamolo.im.gov.hu/kereses-Default.aspx) which is provided by the Ministry mentioned earlier.

It was a problematic issue that in the case of the discussed public databases it is not possible to search based on the activity and/or the size of the companies. Because of it, I didn’t have the opportunity to take these aspects into account during the sampling. However, it is not unique to my research because studies dealing with the bankruptcy of small and medium sized companies are usually not restricted to one or more particular industry.

As it was previously mentioned, the characteristics of industries may have considerable impact on the values of financial ratios which can decrease the predictive power of models based on a dataset consisting of observations from different industries. Since I didn’t have the opportunity to take into account the industries of the firms during the sampling, so models developed in the thesis are not suitable to using in practice for predictive purposes. However, this is not necessarily a problem because the aim of the thesis is to demonstrate the usage of dynamic financial variables in bankruptcy prediction and not to develop models for real life application. The sample available for this purpose is quiet heterogeneous but this fact could also be advantageous from the viewpoint of the aim of the thesis: if the incorporation of dynamic variables into the models based on such a heterogeneous database will be proven to be useful, then it is likely that dynamic variables can also improve the performance of those models which are based on a more homogenous sample.
Since it was not possible to search in the publicly available databases used for sampling on the basis of the activity and the size of the companies, the sample was impossible to be restricted with respect to these factors a priori. However, having finished the sampling, these factors can also be incorporated into the models as independent variables. Furthermore, after sampling it could have been possible to construct models for companies from different industries (for firms from different groups based on their size) but the number of observations in each industries (groups based on the size of companies) would have been too small for building meaningful bankruptcy prediction models. For these reasons, I used the whole database regardless of the size and the activity of each companies.

The situation was similar in the case of the age of the firms. The publicly available databases served as the source of my data don’t contain the age of the companies. Instead, I used the number of years for which the companies published their financial statements on the website regulated legally for this purpose. In my opinion, this variable can be a good proxy for the age of the firms.

Independent variables for bankruptcy models, in line with the traditions of the literature for decades, were chosen from the financial ratios calculable on the basis of data in the balance sheets and income statements published by the firms. The primary source applied in choosing the explanatory variables was the set of financial ratios frequently used in prior studies in Hungary (Virág et al. [2013]), furthermore I relied on my own considerations as well. The name and the formula of financial ratios applied in the experiments are shown in Table 2. Closing values in balance sheets and income statements were used to calculate financial ratios listed below.
Table 2. The name and formula of financial ratios used in the empirical research

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquidity ratio I</td>
<td>Current assets/Current liabilities</td>
</tr>
<tr>
<td>Liquidity ratio II</td>
<td>(Current assets – Inventories)/Current liabilities</td>
</tr>
<tr>
<td>Ratio of cash</td>
<td>Cash/Current assets</td>
</tr>
<tr>
<td>Cash flow/Liabilities</td>
<td>(After-tax profit + Depreciation)/Liabilities</td>
</tr>
<tr>
<td>Cash flow/Current liabilities</td>
<td>(After-tax profit + Depreciation)/Current liabilities</td>
</tr>
<tr>
<td>Equity financing ratio</td>
<td>(Fixed assets + Inventories)/Equity</td>
</tr>
<tr>
<td>Assets turnover</td>
<td>Net sales/Assets</td>
</tr>
<tr>
<td>Inventory turnover</td>
<td>Net sales/Inventories</td>
</tr>
<tr>
<td>Receivable turnover (time)</td>
<td>Receivables/Net sales</td>
</tr>
<tr>
<td>Indebtedness</td>
<td>Liabilities/Assets</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>Equity/Assets</td>
</tr>
<tr>
<td>Creditworthiness</td>
<td>Liabilities/Equity</td>
</tr>
<tr>
<td>Return on sales</td>
<td>After-tax profit/Net sales</td>
</tr>
<tr>
<td>Return on assets</td>
<td>After-tax profit/Assets</td>
</tr>
<tr>
<td>Receivables/Current liabilities</td>
<td>Receivables/Current liabilities</td>
</tr>
<tr>
<td>Ratio of working capital</td>
<td>(Current assets – Current liabilities)/Assets</td>
</tr>
<tr>
<td>Size</td>
<td>Natural logarithm of Assets</td>
</tr>
<tr>
<td>Years</td>
<td>Number of observed years</td>
</tr>
</tbody>
</table>

Return on equity (ROE) is a commonly used independent variable in bankruptcy prediction models. However, this ratio often raises the problem of double negative division (Kristóf [2008]). This is the case when the numerator and the denominator of the ratio are also negative. There hasn’t been preferred solution to this problem in the literature, so this ratio was excluded from the analysis.

Another problematic issue related to financial ratios is the case when the denominator is zero. It is a common solution to this problem that these cases are considered as missing values and then replaced by the average or some extreme percentiles of the other observations. In my opinion, this approach doesn’t necessarily bring consistent data into the models. I wish to illustrate this with the following example.

Let us consider an enterprise which always meets its financial obligations when they come due or just before the end of the financial year, hence it doesn’t have current liabilities at the balance sheet date which makes impossible the calculation of the
liquidity ratio\textsuperscript{21}. Assume that the firm in the example also has a substantial amount of current assets which allows financing a liquidity shock occurring in the future. If the liquidity ratio of such a firm was replaced by the average of the other examples in the sample, then this company would be considered as an “average” firm with respect to its liquidity, but it is not true based on its data. Another solution is the replacement by some extreme percentile. In this case, however, the replacement value may be sample specific.

To avoid the above mentioned problems, for the cases where the denominator would be zero, the zero value was replaced by one\textsuperscript{22}. So the liquidity ratio of the firm in the previous example takes a very high value, indicating very high liquidity for the company. Such observations exhibiting extreme high or low values (outliers) are often excluded from the databases for building bankruptcy prediction models because they distort the performance of statistical models. However, in agreement with the finding that deviation from normal distribution and presence of outliers are basic characteristics of bankruptcy prediction rather than rare exceptions (McLeay-Omar [2000]), it is reasonable to use such classification methods that are capable of handling outliers.

In the case of my research, keeping outliers within the model was especially important due to the sample size, since their exclusion would drastically have reduced the number of observations available for model building. Furthermore, in my opinion, models developed without outlier observations wouldn’t have enough capability of identifying outlier observations when applied on a dataset containing outliers.

\textsuperscript{21} Liquidity ratio = Current assets/Current Liabilities
\textsuperscript{22} Since data in Hungarian financial statements are expressed in 1000 HUF, so the replacement by one means 1000 HUF.
The intention of keeping outlier observations within the model also had influence on choosing the classification method used to examine the hypotheses. The advantage of decision trees that their classification performance is not affected by the presence of outliers in the database (Twala [2010]).

The database resulted in the sampling process described above consists of 1000 Hungarian enterprises for which financial data are available over the 2001-2012 period (this means altogether 7592 firm-year observations). The sample is divided evenly between bankrupt and non-bankrupt firms. These observations are described by 17 financial ratios presented in Table 2 and by the number of years for which the data were available in the public databases used as the source of data. For each of the 17 financial ratios, dynamic variables defined in Section 3 were also calculated. The purpose of these variables is to express the data of the most recent year compared to those from the previous period. In the case of healthy (bankrupt) companies, financial ratios for the most recent year (the year preceding bankruptcy) are called as static financial ratios in the rest of the thesis. The resulting database consists of 35 variables. Their descriptive statistics are given in Table F1 in the Appendix.
5. EMPIRICAL RESEARCH

After reviewing the literature presented earlier, I had identified numerous possible research directions of which I chose the dynamization of bankruptcy prediction models as the main topic of my thesis. I proposed a formula in Section 3 for this purpose. The three research hypotheses presented there were examined based on the sample described in Section 4. In this part, I summarize the results of my empirical research following the examined hypotheses.

5.1. The examination of the first research hypothesis

Among the research hypotheses presented in Section 3, the first was as follows:

„In the case of my research sample, there are such dynamic financial variables which have statistically significant discriminating power between the bankrupt and healthy companies.”

Examination of this hypothesis was carried out by using a simple statistical method: the T-test for comparing means from two independent samples. It should be emphasized that result of this test is only valid if the following requirements of the test are met:

- populations to be compared are independent;
- the distribution of financial ratios within the populations to be compared is normal;
- the standard deviation of financial ratios for failed and non-failed firms are approximately equal.
Due to the sampling characteristics, the first assumption is valid in this case, but the two other assumptions are certainly not since it is well-documented in the literature that financial ratios are usually not normally distributed and their variances are not equal for bankrupt and non-bankrupt firms. In spite of these, using the t-test is a common practice in bankruptcy prediction which is proven by the study of Liang et al. [2015] who recommend this method for selecting independent variables in the case of data mining algorithms. They didn’t examine (or didn’t report) whether the restrictive assumptions of the test are met in the case of their empirical examination or not. For this reason, I followed the typical practice of the mainstream research direction on bankruptcy prediction and I neither examined the validity of these assumptions in the case of my research database.

Descriptive statistics for the examined financial ratios and for the dynamic variables are included in Table F1. in the Appendix where dynamic variables calculated from the time series of static financial ratios are denoted by the prefix “D_”. Significant differences at the significance level of 5 % between the means of bankrupt and non-bankrupt companies are highlighted by *.

According to the results, of the examined variables 13 revealed to be significantly different between bankrupt and healthy companies. If the number of observed years is not taken into account, then it can be seen that out of the 12 significant features 7 are static and 5 are dynamic. That is, we can see a considerable increase in the number of variables which have statistically significant discriminating power between the two groups.
Based on the fact that dynamic variables were calculated for each of 17 financial ratios, that is, a dynamic variable belongs to every financial ratio, three groups can be distinguished based on the results of the t-test:

- only the static financial ratios from the most recent year were significant (Cash ratio, Ratio of working capital);
- financial ratios where the static and dynamic variables were also significant (Receivables turnover (time), Indebtedness, Equity ratio, ROA);
- only the dynamic variables were significant (Cash Flow/Liabilities, Inventories turnover).

The results suggest that the possible set of variables which are capable of discriminating bankrupt and healthy companies in Hungary has increased. The results also showed that dynamic variables are complementary to the static financial ratios rather than replace for them because there were financial ratios where only the static values were significant, at the same time, there were other cases where only the dynamic variable showed significant difference between the bankrupt and non-bankrupt companies.

It is interesting to note that liquidity ratios and the size of the company weren’t proven to be significantly different. It is also conspicuous that the number of significant features (13) is relatively small compared to the total number of variables (35), furthermore one can find extreme high values among the descriptive statistics of the independent variables which can be considered as unrealistic by the Reader. Two main reasons must be mentioned for this: on one hand, the sample is quite heterogeneous with respect to the size and the activity of the firms in it. On the other hand, data preprocessing could also lead to such extreme values because in the cases
where the denominator of the ratio would have been zero, I replaced the zero value by one which resulted in very large values. This can be observed particularly in the case of turnover ratios where the denominator is the amount of the Net sales which was often very low or zero in the case of bankrupt companies and for the firms having financial problems. The presence of such extreme high or low values can seem to be distorting, but, in my opinion, this approach may help in exploiting the information content of financial variables to a greater extent and hence makes it possible to develop bankruptcy prediction models with higher predictive power.

Based on the mean values of significant variables in Table F1. in the Appendix, conclusions can be drawn on the financial state of the Hungarian companies. General observation that the magnitudes of the averages in the two groups (bankrupt, healthy) are in line with the preliminary expectations, namely, the mean of the Cash ratio is higher in the case of non-bankrupt companies than for the bankrupt firms. Similar tendency can be observed for the other variables as well.

In his pioneering work, Beaver [1966] compared the predictive ability of the financial ratios most frequently used in financial analysis. He found that CF/Debt is the “best” variable with this respect. Though the static type of this variable is not significant, but the dynamic variable calculated from the time series of CF/Liabilities, which is a very similar ratio to that used by Beaver [1966], proved to be significantly different between the bankrupt and operating Hungarian companies. As it can be seen in Table F1., the average value of the dynamic CF/Liabilities for the non-bankrupt group is between the minimum and the maximum values of the previous period while this average for the failed firms is much lower than the minimum value of the previous period. That is, examining the change of this ratio
from the previous period to the most recent year can help in identifying the bankrupt companies.

Similar remarks can be done on the turnover ratios, it is especially true for the Inventories and Receivables turnover. Based on the results, very high values can be observed for the latter ratio in the case of bankrupt companies which indicates a considerable increase from the previous period to the most recent year. Similar trend can also be seen for Indebtedness. That is, for Hungarian firms, sharp increase can be observed in the case of Receivables turnover and Indebtedness in the year just before bankruptcy relative to the previous period.

Another interesting result that the mean of ROA and the ratio of working capital were negative in both groups (bankrupt, non-bankrupt). This result can be attributable to the period of sampling because the last year of the time series for the firms in the sample came from the years 2009-2012 which is the deepest period of the most recent economic recession which seriously affected Hungary as well. In such hard times, it is not contradictory to the previous expectations that the average of the profitability ratios is negative even for healthy firms as well as for bankrupt ones. In such circumstances, discriminating ability of the dynamic variables is manifested in the fact that dynamic variables take more negative (lower) values for bankrupt than for the non-bankrupt firms indicating that the decrease from the previous period to the most recent year, for example in the case of profitability, is much greater for the bankrupt companies than for the healthy ones.

Lastly, some words should be devoted to the only one non-financial variable, the number of observed years which also showed significant difference between the two groups. Based on the results, it can be concluded that healthy firms in the sample
released on average more financial statements than the failed firms which suggests that younger firms have higher probability to go bankrupt. This finding is consistent with the conclusions which can be read in the international literature but it should be emphasized that this variable could be more affected by the characteristics of the sampling method presented earlier.

Based on the results obtained by using the available sample, it can be concluded that there are such variables among the dynamic variables proposed in this work which exhibited statistically significant differences between bankrupt and healthy firms in Hungary, hence the first hypothesis of the thesis has been accepted.

5.2. The examination of the second research hypothesis

The second hypothesis wished to examine was formulated in Section 3 as shown below:

“Using decision trees developed with CHAID procedure as classification algorithm for bankruptcy prediction models, the predictive power of models containing static financial ratios from the most recent year in combination with the dynamic variables is significantly higher than those of models in which only static financial ratios from the most recent year were used as input variables.”

It should be emphasized that the aim of the thesis is to propose dynamic financial variables for bankruptcy prediction and to give empirical evidence on their usefulness. So, developing models which are ready-to-use in practice was beyond the scope of my research. Because of it, I didn’t deal with practical questions often occurring in practice such as predicting the exact probability of default for each company or the calibration of these probabilities. The heterogeneity of the available
sample also restricted the possibility and the usefulness of some kind of examinations. However, this heterogeneity can help in proving the raison d’être of dynamic financial variables in bankruptcy prediction.

The empirical experiments were carried out by using SPSS Statistics 20. I ran the CHAID procedure by employing its default settings with only one exception: with respect to the size of the sample, the minimal number of instances for producing a new parent node was set to 10, the minimal number of observations for generating a new child node was set to 5.

To avoid the distorting impact coming from the division of the sample into training and testing sets on the reliability of the conclusions, I used tenfold cross-validation which means that the whole sample consisting of 1000 instances was divided into ten equal parts. Models were developed by using 90% of the entire dataset and its predictive power was assessed on the remaining 10% of observations. The procedure was repeated ten times such that every decile (part) will be used once as testing set. Consequently, ten decision trees were developed. The predictive performance measured by the hit rate\textsuperscript{23} on the corresponding training and testing sets was recorded for each decision trees, then these results were averaged. The rationale behind using cross-validation is that the predictive power estimated on an arbitrarily chosen test set may be biased. In order to avoid or mitigate the possible problems coming from dividing the dataset into training and testing samples, I used the average of the hit rates obtained on the ten testing sets as an estimation for the predictive performance. The results are shown in Table 3.

\textsuperscript{23} The hit rate of the models means the ratio of correctly classified instances to the total number of observations.
Table 3. The average hit rates obtained by applying tenfold cross-validation using CHAID decision trees

<table>
<thead>
<tr>
<th>Sample</th>
<th>Group</th>
<th>Input variables</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Static financial ratios</td>
<td>Dynamic</td>
<td>Static and dynamic variables</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>variables</td>
<td>variables</td>
</tr>
<tr>
<td>Training</td>
<td>Bankrupt</td>
<td>85.7%</td>
<td>83.2%</td>
<td>84.6%</td>
</tr>
<tr>
<td></td>
<td>Non-bankrupt</td>
<td>80.1%</td>
<td>77.8%</td>
<td><strong>83.8%</strong></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>82.9%</td>
<td>80.5%</td>
<td>84.2%</td>
</tr>
<tr>
<td>Testing</td>
<td>Bankrupt</td>
<td>76.6%</td>
<td>75.0%</td>
<td>76.8%</td>
</tr>
<tr>
<td></td>
<td>Non-bankrupt</td>
<td>71.0%</td>
<td>71.6%</td>
<td><strong>74.6%</strong></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>73.8%</td>
<td>73.3%</td>
<td>75.7%</td>
</tr>
</tbody>
</table>

Based on the results obtained after tenfold cross-validation, it can be observed that when the dynamic variables were applied alone as independent variables for decision trees, the predictive performance didn’t increase compared to the performance obtained by using only static variables. Moreover, in most of the cases, weaker predictive power was observed when only dynamic variables were used compared to the models based solely on static financial ratios. But, if the two sets of variables (static and dynamic) were simultaneously used as independent variables for decision trees, the predictive power was higher than it was when only static variables were used in the models. To illustrate this, the hit rates which are higher than those obtained on the basis of only one set of variables are highlighted in bold. In total, the average extent of the increment was 1.3 percentage point in the case of the training samples and 1.9 percentage point for the testing sets. The obtained results verify the assumption made in the previous section, namely that synergic relationship can be found between the static and dynamic variables in bankruptcy prediction models.

Based on the presented results, the second research hypothesis was also accepted.
5.3. The examination of the third research hypothesis

The last hypothesis examined in the thesis was formulated as follows:

“In the case of the available sample, predictive power of models containing dynamic financial variables and developed with CHAID algorithm can be increased if outlier values are replaced by such values which are the closest to them in the same time series but not outliers.”

With regard to this hypothesis, it should be emphasized the fact discussed in Section 3 that objective definition is not available in the literature for which values can be considered as outliers. In the absence of such definition, statistical rules of thumb are frequently used in statistical analyses. It is a common practice to consider a value as outlier if its standardized value is outside the range of three or five standard deviations around its mean.

In my opinion, this approach is adequate only in the case when the number of observations is sufficiently large. However, the time series of financial ratios analyzed in this research is relatively short, the number of items in each time series is varied between 3 and 12. In the case of such low number of observations, the values mentioned above for defining outliers (3 and 5 standard deviations) could be too “slight” to effectively filter out the distorting effect of outliers on the dynamic variables. So, I had decided to take a more rigorous “rule” for defining outliers. Having standardized the time series of each financial ratio for every firm in the database, standardized values outside the range of two standard deviations around the mean of the given time series were considered as outliers. The potential distorting impact of outliers on the dynamic variables, the way and the result of the replacement proposed earlier in the thesis are shown in the following tables.
Table 4. A time series containing outlier value

<table>
<thead>
<tr>
<th>Year</th>
<th>ROA</th>
<th>Standardized ROA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>-4.9112</td>
<td>-2.3599</td>
</tr>
<tr>
<td>2010</td>
<td>-1.8360</td>
<td>-0.5296</td>
</tr>
<tr>
<td>2009</td>
<td>0.1153</td>
<td>0.6317</td>
</tr>
<tr>
<td>2008</td>
<td>0.1671</td>
<td>0.6626</td>
</tr>
<tr>
<td>2007</td>
<td>0.0403</td>
<td>0.5871</td>
</tr>
<tr>
<td>2006</td>
<td>-0.0924</td>
<td>0.5081</td>
</tr>
<tr>
<td>2005</td>
<td>-0.1939</td>
<td>0.4477</td>
</tr>
<tr>
<td>2004</td>
<td>0.0284</td>
<td>0.5800</td>
</tr>
<tr>
<td>2003</td>
<td>-0.4214</td>
<td>0.3123</td>
</tr>
<tr>
<td>2002</td>
<td>-5.5220</td>
<td>-2.7234</td>
</tr>
<tr>
<td>2001</td>
<td>-1.7470</td>
<td>-0.4766</td>
</tr>
</tbody>
</table>

The table shows the time series of ROA for a company which went bankrupt in 2012. It can be seen that in the year just before bankruptcy the financial ratio was much lower than in the previous 8 years. In order to keep the information content of this extreme low value within the model, data for the most recent year (2011) wasn’t taken into account when calculating the mean and the standard deviation of the time series. The data preprocessing was carried out according to the following steps:

- the mean and the standard deviation were calculated based on data from the period 2001-2010;
- the whole time series (2001-2011) was standardized by using the mean and standard deviation calculated in the previous step; the results can be seen in the last column of Table 4.

It can be observed that the ROA for this firm was continuously decreasing from 2008. The extent of the decline was rapid as the firm approached its bankruptcy. At the same time, it must be seen that the financial ratio under consideration had been lower in 2002 than it was in 2011. If one would calculate the dynamic variable
presented in Section 3 for this time series, the following calculation should be carried out:

\[
\frac{X_{i,t-1} - X_{i,\text{min}[t-2:t-n]}}{X_{i,\text{max}[t-2:t-n]} - X_{i,\text{min}[t-2:t-n]}} = \frac{-4.9112 - (-5.522)}{0.1671 - (-5.522)} = 0.107
\]

This result can be interpreted as the ROA value of the firm was relatively low compared to the values of the previous ten years. In other words, the ratio for the most recent year was only 10% higher than the minimum value of the previous ten years if one considers the whole range of the period 2001-2010 as a basis for comparison. With respect to the fact, that the company had “survived” such a business year (2002) when the ROA ratio was lower than that of the most recent year, the value of the dynamic variable didn’t help in identifying the potential failure because this company was liquidated in the next year.

It may be assumed that the low value of 2002 may be attributed to the starting difficulties of the company or to another particular event which didn’t result in the liquidation of the firm, so taking it into account when calculating the dynamic variable may bias the information content of the dynamic variable. Furthermore, it can also be observed that the standardized value of this year (2002) is outside the range of two standard deviations. Hence, it is reasonable to replace this value with another value which is the closest to it but not outlier (lies within the range of two standard deviations around the mean of the time series).

It should be emphasized that the purpose of the concept presented here is to exploit as much information as possible from financial ratios. It is especially true for financial data of the most recent year. According to my experience, bankrupt companies often exhibit extreme low/high values in the year prior to bankruptcy,
hence I wished to keep these, often outlier, values in their original form within the models. For this reason, similarly to the process of the standardization presented earlier, I didn’t use the values of the most recent years in the replacement. In other words, the data of the most recent year is completely left out from the data preprocessing in order to keep them in their original form and to preserve their original information content. In line with this, the value of the year 2002 was replaced by the value from 2010. Having finished the replacement, the standardization was carried out again by using the new values of the time series. The resulting time series is shown in Table 5.

Table 5. The time series containing outlier value after the replacement

<table>
<thead>
<tr>
<th>Year</th>
<th>ROA</th>
<th>Standardized ROA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>-4.9112</td>
<td>-5.2845</td>
</tr>
<tr>
<td>2010</td>
<td>-1.8360</td>
<td>-1.5345</td>
</tr>
<tr>
<td>2009</td>
<td>0.1153</td>
<td>0.8448</td>
</tr>
<tr>
<td>2008</td>
<td>0.1671</td>
<td>0.9080</td>
</tr>
<tr>
<td>2007</td>
<td>0.0403</td>
<td>0.7534</td>
</tr>
<tr>
<td>2006</td>
<td>-0.0924</td>
<td>0.5916</td>
</tr>
<tr>
<td>2005</td>
<td>-0.1939</td>
<td>0.4678</td>
</tr>
<tr>
<td>2004</td>
<td>0.0284</td>
<td>0.7389</td>
</tr>
<tr>
<td>2003</td>
<td>-0.4214</td>
<td>0.1905</td>
</tr>
<tr>
<td>2002</td>
<td>-1.8360</td>
<td>-1.5345</td>
</tr>
<tr>
<td>2001</td>
<td>-1.7470</td>
<td>-1.4260</td>
</tr>
</tbody>
</table>

After the replacement, every standardized value in the time series lies between -2 and 2, so further handling of outliers is not necessary. If one wishes to calculate the value of the dynamic variable proposed in the thesis, the following calculation has to be carried out:
This result shows that the value of ROA realized in the last observed year is much lower than any other value from the previous period. Unlike the result obtained without the replacement, this dynamic value provides more information for predicting the insolvency of this firm occurred in the following year.

The presented example also constitutes an empirical example for the usefulness of applying a more rigorous definition for identifying outliers than the statistical rules of thumb. In the case of the company under consideration, the standardized value in the year which was later replaced had been -2.72, that is, this value wouldn’t have been replaced if I had followed the traditional “three standard deviations” rule in identifying outliers. Consequently, by applying a “slighter” definition for outliers, the predictive power of the dynamic variable would also have been lower, as it is was illustrated earlier.

The third hypothesis of my work deals with the question of whether the example presented above can be considered as a unique case; that is, is it possible to enhance the predictive power of dynamic variables in bankruptcy models if the replacement discussed above is carried out for every financial ratio of every firm in the database?

In order to examine this hypothesis, the replacement procedure had been executed where it was necessary in the database and the resulting dynamic variables were used as input variables in decision trees developed by applying CHAID procedure within the same tenfold cross-validation framework than that was used during the examination of the previous hypothesis. The settings used in CHAID were also the same as in the second hypothesis. Having finished the ten model fitting processes,
the obtained model performances (hit rate) were averaged. The results are shown in Table 6.

Table 6. The hit rates of models developed in the empirical analysis

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sample</th>
<th>Group</th>
<th>Input variables</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Static financial ratios</td>
<td>Dynamic variables</td>
<td>Static and dynamic variables</td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>Training</td>
<td>Bankrupt</td>
<td>85.7%</td>
<td>83.2%</td>
<td>84.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-bankrupt</td>
<td>80.1%</td>
<td>77.8%</td>
<td>83.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>82.9%</td>
<td>80.5%</td>
<td>84.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>Bankrupt</td>
<td>76.6%</td>
<td>75.0%</td>
<td>76.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-bankrupt</td>
<td>71.0%</td>
<td>71.6%</td>
<td>74.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>73.8%</td>
<td>73.3%</td>
<td>75.7%</td>
<td></td>
</tr>
<tr>
<td>After replacement</td>
<td>Training</td>
<td>Bankrupt</td>
<td>85.7%</td>
<td>80.0%</td>
<td>86.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-bankrupt</td>
<td>80.1%</td>
<td>81.8%</td>
<td>83.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>82.9%</td>
<td>80.9%</td>
<td>85.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>Bankrupt</td>
<td>76.6%</td>
<td>71.6%</td>
<td>80.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-bankrupt</td>
<td>71.0%</td>
<td>72.4%</td>
<td>75.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>73.8%</td>
<td>72.0%</td>
<td>78.0%</td>
<td></td>
</tr>
</tbody>
</table>

In the first column of Table 6, “Original” refers to the case when outlier values of the time series weren’t handled. The results documented in these rows are the same as in Table 3. The rows called “After replacement” show the performance of models developed with dynamic variables for which the outlier values were replaced by those which were the closest to them but not outliers.

In this case, one can find similar patterns as earlier in Table 3. Namely, dynamic variables are not recommended to use alone even when the outlier values had been handled (replaced) because the average performance of models developed on only dynamic variables were usually weaker than that of models based on solely static financial ratios. Incremental increase can be observable only in the case when the
two types of variables (static and dynamic) were used together in the models. The increase in the hit rates after replacement was higher than in the case without handling outliers: the average increment was 2.1 percentage points for the training sample and 4.2 percentage points for the testing sample. These increments were 1.3 percentage point and 1.9 percentage point respectively when outlier values weren’t replaced.

Obtaining the results presented above, I also accepted the third hypothesis of the thesis because the predictive power of models containing dynamic variables after replacing outliers were higher than that of models containing dynamic variables without handling outliers.

5.4. The summary of the results obtained in the empirical examinations

Based on the presented results, it can be concluded that irrespective of handling outliers in the time series of the financial ratios, predictive power of bankruptcy models developed by using CHAID procedure can considerably be increased when the values expressing the financial status of the firm in the most recent year relative to the previous period (dynamic variables) are also incorporated into the models in addition to the static values of financial ratios. The empirical investigations revealed that it is reasonable to replace for the outlier values in the time series of the financial ratios by the values which are the closest to them but not outliers.

It is an interesting result that irrespective of handling outliers, it is true that the hit rate of bankrupt firms was higher than that of healthy companies. This suggests that, during the period of the recent recession in Hungary, it was easier to identify bankrupt firms than the healthy ones. A possible explanation for this can be found in
the table of the Appendix where it can be seen that firms, irrespective of their financial health, had negative profitability and working capital ratios on average during the examined period. Furthermore, based on the average values of dynamic variables, it can be seen that financial performance in the most recent year was usually weaker than it had been in the previous period even for the healthy companies. In such circumstances, it is less surprising that the models could identify the failed firms with greater confidence than the healthy ones since the operating companies may also have financial problems in such times of need like the first years of the recent crisis were.
6. SUMMARY

My thesis was started with presenting the motivation of selecting this topic, then I clarified the most important terms used in the dissertation. Following this, the Hungarian and the international literature of bankruptcy prediction were reviewed. I pointed out the most relevant research directions and open research questions which can be outlined based on the literature of which the topic of the dynamization of bankruptcy prediction models was chosen. This task was tried to be executed by applying a formula which compares the financial ratio of the most recent year to those of the previous period, allowing to take into account the dynamics of financial ratios in the framework of the widely used classification techniques without applying more sophisticated methodologies for this purpose.

The predictive power of the dynamic variables was assessed on the basis of a sample consisting of 1000 Hungarian enterprises. The data was manually collected by the author. Significant effort was made to mitigate the distorting impact of outlier values in the time series of financial ratios. Based on the results of the empirical investigations, my main research hypothesis was confirmed, namely, the predictive power of bankruptcy models can be enhanced not only by using more sophisticated classification algorithms. This is possible by exploiting the information content of the financial ratios to a greater extent. In the case of decision trees generated by using the CHAID algorithm, I experienced considerable increase in the predictive performance of the models when the dynamic variables proposed in the thesis were also incorporated into the models as input variables in addition to the static financial ratios commonly used in the literature of bankruptcy prediction.
The aims of the closing section of my work:

- to locate the thesis within the literature of bankruptcy prediction and to present the contribution of my research to the development of this science;
- to discuss the limitations of the empirical research presented in the dissertation;
- to outline possible future research directions opening on the basis of the results of my work.

6.1. The contribution of the thesis to the development of bankruptcy prediction

The literature review was the most extensive part of the thesis. In spite of the vast amount of literature discussed in my work, it should be emphasized that the presented review cannot be considered as complete. The reason for it that the number of articles published in scientific journals has been increasing dramatically in the last five years. During reviewing this large literature, I aspired for giving as comprehensive picture as possible about the development, the current state and the most important research directions.

Similarly to other disciplines, it is adequate to chronologically review the literature of bankruptcy prediction as well. Almost all articles published on this topic follows this guiding principle. The common practice is to start with recalling the milestones of bankruptcy prediction, then studies related more closely to the examined topic are presented in more detail. I also applied this guiding principle but I organized the most important researches around the main steps of the bankruptcy model building process. This approach is based on the fact that current studies of this field usually formulate and examine research questions only about one (or some) steps of this
model building process. Because of this practice, it is not an overstatement to say that the main steps have their own (sub)literatures, however these literatures cannot be considered as independent of each other. In my work, I presented the main research questions, the most important empirical investigations and the corresponding results related to each steps. I named this approach as the cross-sectional review of the literature. With respect to the fact that I haven’t found similar approach for presenting the literature yet, this kind of review can be mentioned as a contribution to the development of this research area.

Based on the studies which have been published so far, I identified several fruitful directions for future research. Among them, the static nature of bankruptcy model is one of the questions which is well-known in the literature but researchers have started dealing with this issue only in the last couple of years. To solve the problems arising from the static nature of models, mainly complex methodological solutions cited earlier in the thesis have been suggested in the literature, but despite the promising results, probably because of their complexity, these approaches haven’t become common in bankruptcy prediction. Based on this, I tried to find an effective and simple way for incorporating the time trend of financial ratios into bankruptcy models. To perform this task, I proposed the use of dynamic variables which were formally defined in Section 3.

Based on the results of the empirical analyses, I concluded that the usefulness of dynamic variables is proven in the case of my research sample – containing data for 1000 Hungarian enterprises – described in Section 4 because the predictive power of CHAID decision trees considerably increased when the dynamic variables expressing the time trends of financial ratios were also used as independent variables in addition to the static financial data. During the empirical investigations, I pointed out that it is
reasonable to replace the outlier values in the time series of the financial ratios with those values which are the closest to them but not outliers when applying the proposed dynamic variables in bankruptcy models. The obtained results confirmed my main hypothesis, namely that the predictive performance of bankruptcy models can be enhanced not only by using the state-of-the-art classification algorithms as it is suggested by the mainstream research of bankruptcy prediction. There is a real possibility to improve the models in alternative ways for which I also found an example. Consequently, I locate my work within these alternative research directions. With respect to the fact that I haven’t found similar attempt at dynamizing bankruptcy models, I consider the application of the proposed dynamic variables as an aspect of my thesis which can mostly contribute to the development of bankruptcy prediction.

In addition to their capability of improving the performance of bankruptcy prediction models, the dynamic variables may fill in some research gap related to the theoretical background of bankruptcy prediction as well. It was mentioned that bankruptcy prediction doesn’t have such an exact theoretical framework as it is usual behind the economic models. The most cited theoretical construction was published by Beaver [1966] who interpreted the companies as reservoirs of liquid assets. In this context, bankruptcy is the case when the reservoir dries out. It could be an important aspect that the companies cannot be considered as completely the same reservoirs. However, the firms can be imagined as lakes of liquid assets which are different in size and in their geographical locations, so their desiccation depends on several factors. What is more important, due to these differences, the lakes cannot be compared directly. In this framework, the water line of the lake (as the financial position of the firm) can be judged more objectively if the lastly measured water line
of the lake is compared to the previous water lines which had been measured on this given lake in the past.

So, the application of the proposed dynamic variables may bring improvement in the field of bankruptcy prediction from theoretical point of view as well. However, it should be added that this concept doesn’t constitute a general theoretical framework, it can be only a supplement to the model created by Beaver [1966]. It cannot determine which variables should be used in bankruptcy prediction models. Constructing such a model which is able to do this remains one of the biggest challenges for future research.

### 6.2. The limitations of the analysis presented in the thesis

Though, the results of the empirical research are promising, the limitations of the presented analysis should also be highlighted.

The impact of the sampling manually conducted for the empirical analysis may be questionable on the presented results. As it have been mentioned earlier, restricting the sample on the basis of the size, age or activity of the firms was not possible during the data gathering process because search on the ground of these parameters was not possible in the publicly available databases serving as sources of data for the thesis. Consequently, the models developed in this work are based on a considerable heterogeneous dataset, so it is desirable to conduct similar analyses on more homogenous databases as well.

Though, the research dataset may be considered as a large one (it consists of data for more than 7500 firm-year observations), it can be said that the empirical analysis is based on a relatively small sample because the 1000 firms in the database can be
viewed as a small number compared to the total number of companies operating in Hungary. A similar investigation on a larger sample can be a good verification of the conclusions which were drawn on the basis of the results obtained by using the available dataset. It would be interesting to conduct a similar study on data for public companies from the USA or from the Far East which are frequently used in the literature of bankruptcy prediction because it is questionable whether the predictive power of the proposed dynamic variable can be considered as unique to the Hungarian firms or these type of variables are worth using for data from another countries as well.

The empirical research has another limitation coming from the sampling strategy applied in the presented data gathering process. As it has been mentioned earlier, only those firms could be included in the sample for which financial data were available for at least three consecutive years. Consequently, the concept of dynamic variables are not applicable to enterprises which are younger than 3 years. So, future solvency of this kind of companies can be predicted only on the basis of static financial ratios and other qualitative information.

Some words also have to be said about the applied classification method. In my work, only decision trees based on CHAID algorithm were applied. The choice was reasoned by the fact that this algorithm generates models fast and easily with relatively high classification performance. Furthermore, another important aspect, which played very crucial role in my decision on choosing this method, of the decision trees that their performance is not affected by the presence of outliers which, in my opinion, inherit essential information for predicting the event of bankruptcy because failing firms often have extreme high/low financial ratios as they approaching bankruptcy. However, this issue raises the following question: to what
extent could be the results attributable to the application of the CHAID classification method? To answer this question, the dynamic financial variables should also be applied in other classification procedures as input variables.

Finally, it has to be mentioned that my work is primarily an empirical attempt at demonstrating the usefulness of dynamic variables, so developing models which are ready-to-use in real life to rate companies was beyond the scope of my thesis. Consequently, numerous aspects of practical credit scoring were left out from the analysis such as calculating and calibrating the probability of default for each observations or the stability tests of the developed models. Another avenue for future research is to investigate whether the concept of dynamic variables presented in the thesis is able to support these practical issues as well.

6.3. Possible future research directions

It is common in science that a research raises more question than it wished to answer. I also had to experience this fact in the case of my research.

As the title of the thesis indicates, the aim of my work was to examine the applicability of dynamic variables in bankruptcy prediction. The presented results suggest that this dynamic concept has its own raison d’être in assessing future solvency of firms. However, the calculation of the proposed variable is based mainly on intuition rather than sound scientific foundations. Consequently, the presented analysis have several aspects which need to be further explored in the future. These investigations can contribute to enhancing the predictive ability of the dynamic variables in bankruptcy prediction models. Some of these possible future research directions are highlighted in this section.
1. The dynamic variables compare the values of the most recent financial ratios to those from the entire previous period. However, it is questionable whether it is worth taking into account the complete time series of financial ratios in the calculation. It is possible that using a particular period, for example the time series of the last 5 years, as a basis for comparison would result in more predictive dynamic variables. The application of shorter time series can be useful from the side of the high computational burden related to data preprocessing because the shorter the time series, the lower the probability of occurring outlier values which are worth being handled in the way as it was proposed in the thesis earlier.

2. In my work, the distorting impact of outliers on the dynamic variables was presented on the basis of a real life example. The results of the empirical analyses showed that it is worth handling such extreme values in order to enhance the predictive power of the dynamic variables. However, the identification of outliers was carried out by using my own intuition in the absence of objective definition. It can constitute a distinct research topic how to define outliers in order to maximize the predictive performance of bankruptcy prediction models containing the presented dynamic variables.

3. The concept of dynamic variables is based on the principle of relativeness which means that the values of financial ratios are not absolute criteria, these values can objectively be judged only in the mirror of a suitable benchmark (Virág et al. [2013]). Among the possible benchmarks, the mean value of the industry is often mentioned. The concept of the dynamic variables could open new research directions in this field as well because, knowing the mean value of the industry, it is possible to analyze the position of the firms compared to the tendencies observable in their industries. The idea of dynamic variables can also be applied to the industry relative
ratios (Platt-Platt [1990]) discussed in Section 2.3.2.2. The resulting dynamic industry relative variables could further enhance the predictive ability of bankruptcy prediction models.
### APPENDIX

Table F1. Descriptive statistics of financial ratios used in the empirical analyses

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Group</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquidity ratio I</td>
<td>Healthy</td>
<td>39.82</td>
<td>381.86</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>16.38</td>
<td>224.52</td>
</tr>
<tr>
<td>D_Liquidity ratio I</td>
<td>Healthy</td>
<td>1.38</td>
<td>9.11</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>22.70</td>
<td>348.44</td>
</tr>
<tr>
<td>Liquidity ratio II</td>
<td>Healthy</td>
<td>38.96</td>
<td>381.77</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>16.09</td>
<td>224.47</td>
</tr>
<tr>
<td>D_Liquidity ratio II</td>
<td>Healthy</td>
<td>1.40</td>
<td>9.17</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>19.21</td>
<td>312.11</td>
</tr>
<tr>
<td>Ratio of cash*</td>
<td>Healthy</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>0.15</td>
<td>0.27</td>
</tr>
<tr>
<td>D_Ratio of cash</td>
<td>Healthy</td>
<td>1.00</td>
<td>8.13</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>2.63</td>
<td>25.54</td>
</tr>
<tr>
<td>Cash flow/Liabilities</td>
<td>Healthy</td>
<td>-4.31</td>
<td>139.08</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>-0.92</td>
<td>11.74</td>
</tr>
<tr>
<td>D_Cash flow/Liabilities*</td>
<td>Healthy</td>
<td>0.83</td>
<td>14.19</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>-2.28</td>
<td>25.69</td>
</tr>
<tr>
<td>Cash flow/Current Liabilities</td>
<td>Healthy</td>
<td>4.46</td>
<td>139.14</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>-1.28</td>
<td>12.70</td>
</tr>
<tr>
<td>D_ Cash flow/Current Liabilities</td>
<td>Healthy</td>
<td>0.73</td>
<td>14.25</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>-0.69</td>
<td>8.54</td>
</tr>
<tr>
<td>Equity financing ratio</td>
<td>Healthy</td>
<td>2.65</td>
<td>24.46</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>105.98</td>
<td>2359.90</td>
</tr>
<tr>
<td>D_ Equity financing ratio</td>
<td>Healthy</td>
<td>58.55</td>
<td>1259.06</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>-2.92</td>
<td>76.36</td>
</tr>
<tr>
<td>Assets turnover</td>
<td>Healthy</td>
<td>4.76</td>
<td>28.33</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>14.49</td>
<td>171.90</td>
</tr>
<tr>
<td>D_Assets turnover</td>
<td>Healthy</td>
<td>0.90</td>
<td>4.99</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>9.13</td>
<td>109.87</td>
</tr>
<tr>
<td>Inventory turnover</td>
<td>Healthy</td>
<td>65334.50</td>
<td>688444.08</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>18316.01</td>
<td>72091.13</td>
</tr>
<tr>
<td>D_Inventory turnover *</td>
<td>Healthy</td>
<td>54.23</td>
<td>685.75</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>693.64</td>
<td>5675.54</td>
</tr>
<tr>
<td>Receivables turnover*</td>
<td>Healthy</td>
<td>112.44</td>
<td>1184.25</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>2023.27</td>
<td>17177.09</td>
</tr>
<tr>
<td>D_Receivables turnover (time)*</td>
<td>Healthy</td>
<td>94.90</td>
<td>1361.02</td>
</tr>
<tr>
<td></td>
<td>Bankrupt</td>
<td>2827.33</td>
<td>20538.81</td>
</tr>
<tr>
<td></td>
<td>Healthy</td>
<td></td>
<td>Bankrupt</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------</td>
<td>-----</td>
<td>----------</td>
</tr>
<tr>
<td><strong>Indebtedness</strong></td>
<td>17.64</td>
<td>244.48</td>
<td>153.17</td>
</tr>
<tr>
<td><strong>D_Indebtedness</strong></td>
<td>1.36</td>
<td>11.79</td>
<td>263.86</td>
</tr>
<tr>
<td><strong>Equity ratio</strong></td>
<td>-16.83</td>
<td>244.53</td>
<td>-164.61</td>
</tr>
<tr>
<td><strong>D_Equity ratio</strong></td>
<td>-0.35</td>
<td>11.77</td>
<td>-298.95</td>
</tr>
<tr>
<td><strong>Creditworthiness</strong></td>
<td>7.51</td>
<td>84.73</td>
<td>212.76</td>
</tr>
<tr>
<td><strong>D_Creditworthiness</strong></td>
<td>13.59</td>
<td>267.85</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Return on sales</strong></td>
<td>-323.96</td>
<td>7036.36</td>
<td>-1549.67</td>
</tr>
<tr>
<td><strong>D_Return on sales</strong></td>
<td>-48.92</td>
<td>660.10</td>
<td>-20988.26</td>
</tr>
<tr>
<td><strong>Return on assets</strong></td>
<td>-3.17</td>
<td>63.44</td>
<td>-92.61</td>
</tr>
<tr>
<td><strong>D_Return on assets</strong></td>
<td>-0.31</td>
<td>8.16</td>
<td>-159.18</td>
</tr>
<tr>
<td><strong>Receivables/Current liabilities</strong></td>
<td>21.35</td>
<td>249.91</td>
<td>7.47</td>
</tr>
<tr>
<td><strong>D_Receivables/Current liabilities</strong></td>
<td>1.45</td>
<td>9.79</td>
<td>1.54</td>
</tr>
<tr>
<td><strong>Ratio of working capital</strong></td>
<td>-14.76</td>
<td>241.86</td>
<td>-134.64</td>
</tr>
<tr>
<td><strong>D_Ratio of working capital</strong></td>
<td>-0.10</td>
<td>10.92</td>
<td>-208.37</td>
</tr>
<tr>
<td><strong>Size</strong></td>
<td>9.65</td>
<td>2.59</td>
<td>9.61</td>
</tr>
<tr>
<td><strong>D_Size</strong></td>
<td>0.47</td>
<td>1.03</td>
<td>-5.23</td>
</tr>
<tr>
<td><strong>Years</strong></td>
<td>8.39</td>
<td>2.89</td>
<td>6.80</td>
</tr>
</tbody>
</table>
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