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1. Background and overview of the research

Over the last few years the rate of improvemerh@operation execution
speed of processor cores has slowed down. (Thaneuwf a promising
result in basic research that could bring rapidettgyment cannot be seen
— apart from the graphene research which is cugresgtty far from pro-
duction stage.) The breakthrough cannot be expdotede near future.
Therefore massive improvement in the execution ¢gpEeprograms de-
signed for a single core CPU cannot be expected the perfection of the
hardware manufacturing technology. Increase in @@t speed at order
of magnitude can only be achieved using parallghitectures to carry out
calculations parallel in time. Software developmand algorithm design
for parallel architectures require a different aygmh than traditional algo-
rithm design. To utilize parallel architectureskia$iave to be split into
subtasks that can be carried out parallel in timendividual computing
units. Depending on how the results of subtaskseleded to each other
the performance varies. Some algorithms can beteddpr parallel exe-
cution with minor modification, but in many caseajar modification or a
completely new approach is necessary.

Market pressure encourages hardware manufactwededign architec-
tures with more computing units on a single chit, & the same time the
speed of the individual computing units increasewly over time.

Carrying out calculations in parallel is not a nelga. Working on the
Manhattan Project Richard Feynman organized cdlongin a way that
makes them suitable for parallel executions back944. The problem
was the calculation of energy release patternsaobus ignition bomb
layouts using an IBM program-controlled calculat@ene Amdahl in
1960 recognized that despite the increased nunfbactive parallel data



processing units the execution speed is limitedpasts of the program
where results are based on each other.

Since the 1960-s there is a continuing effort tiddband utilize computers
with several or a great number of processors. Thésenpts culminate
from time to time in well-established and widelyedscomputers or ideas,
sometimes they simply fade away. A recent idea isse the graphics card
in the computers to execute numerical computatisirsse they have a
large number of processing units. Flynn's taxonahagsifying the basic
parallel approaches uses the expression ofSthgle Instruction Sngle
Data (SISD) for describing the usual one-processor aderp The main
computing unit of a graphics card, which containadreds of processors
for image rendering, is called GPU. When used fmallel computation
the GPU can be callédngle Instruction Multiple Data (SIMD) computer,
since these hundreds of processors execute theisamection on differ-
ent data sets. CPUs with multiple cores fall irite Multiple Instruction
Multiple Data (MIMD) category since cores can carry out caldéatat
independently of each other on different sets ¢&.dd@ he remaining class
of this taxonomy is MISD.)

The different architectures and their hardware é@nmntation are not
equally suitable for each problem. In many casesallgorithm has to be
adopted to the underlying hardware architecture.

The thesis gives the parallel adaptation of thtgerdhms of relevance in
economic calculations. It mainly focuses on generajpose multi-core
CPU and GPU architectures since they are widelylabla for research-
ers.

The first chapter of the thesis describes and coespdifferent general

purpose parallel architectures. It gives an ovevvim the strengths and
weeknesseses of different architectures and give$ explains the
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differences through computational problems. Theagektof this chapter
was published in GIKOF Journal issued by the Jobn MWeumann
Computer Society in 2013.

The second chapter introduces an implementatiothefABS algorithm
for solving systems of linear equations on a madgipgarallel GPU archi-
tecture. The topic is actual since the excelleabilty properties of the
ABS algorithm were proved in 2013. One of the lagdsPU manufactur-
er is the NVidia Corporation, their architecturecaled CUDA. Features
of the CUDA architecture are explained in depttotigh the ABS algo-
rithm in this chapter.

Based on the third chapter our article “A paralleplementation of an
O*(n4) volume algorithm” that was published in tlEentral European
Journal of Operations Research in 2014. My co-autvas Istvan Deak.
The thesis includes a more detailed version of ipbet materials with
deeper explanations and execution results thadntdit into the article

due to volume limitations. By the parallel implertetions deeper under-
standing of the algorithm’s behavior was made bsseven in higher
dimensions.

Our results were first introduced at thé"3Donference on Operations Re-
search organized by the Hungarian Operations Ras&arciety in 2014.

| have chosen the demographic forecasts and thmagisin of future pen-
sion as the topic of the fourth chapter. Two apginea are described: the
cohort-component method and the microsimulationhokt The chapter
focuses on the microsimulation method since in a#sestimating the
future pension the macro approach is not suitaigpart from the number
and age of the pensioners their marital statusgatun and income also
carry significant information. A custom microsimitiden framework utiliz-
ing parallel programing technologies is also introetl. To illustrate the
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capabilities of the microsimulation framework | lkravnplemented a birth
and death forecast in detail. The large numbeeadnds to process and the
similar steps to be carried out on each record ntangs make the mi-
crosimulation method perfectly suitable for pafdadbeecution.



2. Research method

Statements and explanations of the first chapthbased on many years
of practical experience as an electric engineeraasuaftware developer.

I have used the Visual Studio development envirariméth the CUDA-C
and the built-in C# compiler to build software hretthesis.

The classical waterfall software development methmgly was applied
during the implementation of the ABS method. In fingt stage the basic
matrix and vector operations were implemented dpéch for the data
transfer between different memory locations. Thel@mented functions
have been validated by unit tests. The modulevastiating the imple-
mented algorithm as a whole used random generggteinss of equations
with known solutions.

The development of the volume calculation algorittuffiowed the spiral
methodology. Newer and newer iterations were necgss optimize
runtime and to filter out defects as a result ofitdle precision variable
rounding errors in increasingly higher dimensions.

Debugging Monte Carlo simulations based on randombers in a paral-
lel environment can be challenging, since therelmathousands of paral-
lel threads in nondeterministic state. Debuggimmist@an spot the error but
they can't trace back the previous states of theath So it can be difficult
to figure out how the thread got into an undesstde. For the testing of
the correctness of the algorithm various visualliratools have also been
implanted to plot the spread of different variabilesime and space. A
separate application have been developed to catrynany calculations
for the same problem in a row and to plot the gpFdhe results.



The volume algorithm uses a Mersenne-Twister randomber generator
implementation by NVidia. It's important to pointutthat a vast amount
of computing power is used by the random geneffatwtions. The open
source AlgLib library was ported to CUDA-C to cdie functions like

chi-square or inverse chi.

The variance reduction methods introduced in tlivel tthapter are based
on orthogonal vector systems. In the first verstbe Gram-Schmidt
method was applied for orthogonalization that wesaced by the House-
holder method for stability reasons.

The development of the Microsimulation Frameworkhia fourth chapter
followed the spiral methodology in .NET environmersing the C# lan-
guage. The random number generator of the .NETdwark is based on
Knuth’s subtractive algorithm and is not threadesdfo solve this prob-
lem, several approaches are compared in termsealuérn time — imple-
menting classic locks seemed to be optimal. Ahiendase of the volume
algorithm the majority of the computing power igddy the random gen-
erator. For querying the datasets of the entipufadion at the end of the
simulation the task-parallel LINQ query technolagysed.



3. Result of the research, contribution of the thesis
Theses related to the ABS algorithm:

T1. The observed stability of the modified Huang vamsof the ABS
algorithm confirms the statement of Attila Gatiteesis on the stabil-
ity of the algorithm.

T2. The modified Huang class of the ABS algorithm iab& and the
generated jpvectors are orthogonal in case of being launchedgu
H.=I matrix. Due to its low memory consumption, thgagithm suits
the GPU architecture well.

T3. Parlett and Kahan have proved that their “twicerisugh” technique
developed for the classical Gram-Schmidt methoteamses the preci-
sion of the solution of the linear equation drawlly. This technique
can also be applied to the modified Huang methed theates or-
thogonal vectors as well. The applied reprojectigth the ABS ma-
trix serves the same purpose. We have confirmedthieatechnique
works for large (8000) dimensions and dense caefficmatrices as
well. The results are underlined by tests.

In case of a dense coefficient matrix linear equmatf 4000 variables the
execution time was around 100 seconds using a Gek&rX 570 graphic
card.



Thesis related to the Lovasz-Vempala volume algohin:

T4.The LVD algorithm uses one point thread only. Thiaee (quasi)
independence it doesn’t use all of the consecyibiats for vol-
ume calculations. After each integral a few poits left out of
the integration. These points are only used to steppoint thread
further. In the PLVDM implementation no points de& out, be-
cause the number of points used was so great vkatiewe had
left out some points, sooner or later we would hgota point at
(or very near to) the dropped points. The compeaigrerimenta-
tion supported this claim. This way the PLVDM impientation
of the algorithm can achieve increment in perforogabesides the
number of the processing units. The methods intreddor vari-
ance reduction didn't meet out expectations.

Besides the volume algorithm | have developedtietdlito visualize the
spread of points in time and space. The visuatinagilays an important
role in bug tracking and the deeper understandirggain properties and
behavior of the algorithm. Due to the rounding eobthe applied double
precision numbers the implementation describedhénthesis is limited to
20 dimensions. More precise variables could brhaaklimit, but it cannot

be achieved effectively using GPUs. The implemémnaiakes the vol-
ume calculation possible up to 20 dimension on aegUipped with a
CUDA capable GPU. The parallel implementation idtroed in the thesis
made experimentation possible in higher dimensfonghe first time. It

helps understanding the properties of the algorithm
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Theses related to the microsimulation framework:

T5. The long execution time of ordinary microsimulatiegrvice systems
is hard to tolerate for the usershe well-known algorithms had to be
speeded up. Using parallel programming technighes eixecution
time was cut down to an acceptable level.

T6. The goal is to make a microsimulation frameworksbiable for var-
ious simulations. The introduced Microsimulatiaafiework can be
parameterized both in terms of the structure ofdfaset to be pro-
cessed and the micromodule design and executiamn.ord

Using our Microsimulation Framework 50 year fordsagere made using
the research dataset provided by Hungarian Cestadilstical Office. The
execution time was cut down to 2 minutes usingramary PC by parallel
programing techniques. To demonstrate the capabiltf the Microsimu-
lation Framework demographic forecasts were made thve probabilities
of death and birth taken into account. Using thergumodule of the
framework demographic trees and tables were crdatetheck the cor-
rectness of the application.

The capabilities of Microsimulation Framework arenbnstrated by de-
mographic forecasts as an example. Demographicdste play an im-
portant role in future pension calculations to gase estimation on the
number of tax payers and future pensioners. Theddimulation Frame-
work is capable of calculating other factors aslwes customizable and
can be used for the development, maintenance atidgef various simu-
lation models.
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4. Summary

Many decision supporting calculations in the ecoicolife require mas-
sive computing workload. Monte Carlo simulationssdxh on random
numbers or modelling the dependence between randoiables are good
examples of computation intensive tasks, whereigioerand reliability of
the result may depend on the invested computindg.worthese cases the
amount of time available is the limiting factor.

Since the speed of individual computing units dmse to the physical
limits progress at an order of magnitude can omelyabhieved by utilizing
more computing units at the same time. By now @saes in almost every
desktop PC and mobile phone are capable of papatigkam execution. A
challenging task for professionals of various gikoes is to find and im-
plement algorithms that can take advantage ofpihssibility.

The first step is choosing the architecture thiastbe problem the best. In
many cases a custom hardware design would yieldgkeresults, but due
to financial and time-to-market reasons custom \Wward solutions are
rare. (FPGAs can be applied as hybrid solution uibdbcustom logical
networks programmatically to accelerate calculatjdout the work with
FPGAs needs more like an electric engineer’s agprbasides significant
time and effort.) The thesis focuses on Genergbdag GPUs and multi-
core CPUs since they are widely available to tseaschers. The various
architectures provide a good performance in diffetgpes of tasks.

The experience gained by the study also confirrhed ¢reating and im-
plementing algorithms for a parallel architectusendt only professional
software development work, but also mathematicdl amgineering task
requiring serious planning, that needs a lot afitive ideas as well. There
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is no straightforward methodology to transform tenfpreaded algorithms
to parallel architectures.

In many cases business calculations depend orolingos of linear equa-
tions with a large number of variables. Solvingaegé linear equation re-
quire significant computing power. The error pragign and the instabil-
ity has to be taken into account as well. Operatitke matrix multiplica-
tion move a lot of data in the memory but the basithmetic operations
carried out on the data are relative simple. Tloeeeh GPU with a wide
data bus is suitable for the problem. The modifitthng version of the
ABS linear equation solver algorithm suits the CUR¥Khitecture well
due to its data movement pattern and low memorgwmption. The exe-
cution time needed to solve an equation of 409&kbkes was pushed to
approximately 100 seconds on a GeForce GTX 570 Gd. superior
stability properties of the algorithm were also fooned.

It's very hard to give a precise estimate on thdopmance of a specified
hardware for a given problem. This is especially tfor the CUDA archi-
tecture, where groups of arithmetic units shareommon control unit.
Therefore even one thread entering a conditioreatdir blocks the execu-
tion of all the threads of the control unit. As tthevelopment progresses
the number of conditional braches in the program icarease. This can
lead to the slow erosion of the promising advantfgthe GPU measured
during the test project. In case of the Lovasz-Wela volume algorithm
we had to go back time to time to revise the canebétter performance.
In some cases the original algorithm had to be fireatliln higher dimen-
sions double-precision rounding errors made workads necessary.

The Microsimulation Framework is designed for a tmole CPU.

Threads running on different cores use locks tdrobaccess to common
variables.
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The microsimulation methodology follows each entitgividually along
the simulation steps. In our demographic simulatias an example the
changes in the population are simulated indiviguprson by person in
one year simulation steps using simple algorithitee algorithms make
decisions on birth, death, marriage, divorce esingi parameter tables
with the corresponding probabilities. The decisinaking algorithms of
the simulation step are relatively simple while Sieulation Framework
handling data of the entire population and runrsimgulation steps is ra-
ther complicated. The system is built up in a kafd'program in a pro-
gram” manner. The complicated simulation framewouks the less-
complicated simulation steps that can be easilyifiealdby non-IT profes-
sionals as well. The framework is built on parapebgraming technolo-
gies to make the execution time acceptable fousiees.

There are profiling tools available to measure ulikzation of different
parts of the CPU or GPU. This way bottlenecks lmamdentified and the
algorithm or program source code can be modifiebm@ingly.

In order to design efficient algorithms for parbiechitectures we must

have a deep understanding of the underlying axthite. Similarly, archi-
tectural insight is generally necessary for thel@ngentation.
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