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1. INTRODUCTION

The implementation and the reliable operation @& thformation systems are core
guestions keeping busy both practitioners and rekees. Attempts in several
directions and many fields aimed to formulate stetets, theories and models to make
this risky and expensive process (Carr 2003, Mahamel Leder 2003, Pan 2005,
Lyytinen and Robey 1999) successful, and the sysiaenative. Researchers developed
success models (DeLone and McLean 1992, 2003 elvak 1980, Lyytinen 1987, Ein-
Dor and Segev, 1978), described and analysed dail{Mitev 1996, Sauer 1997,
Drummond 1996, Wilson and Howcroft 2005, Pan 20@B$cussed system fit and
match with different subsystems of the organizatijbeifer 1988, Sabherwal et al.
2001, Dhillon 2004), numerous questions and aspeftsisers (Argyris, 1971,
Ventakesh and Davis 2000, 2003, Chen 2005) andaesier factors as well, but we
have not yet experienced a real breakthrough (Reréind Peters 2005, Sauer 1997).

Is it possible that it is worth looking for diffexeapproach? Was the social dynamism
following the system introduction discovered deeplyough by academics? In my
thesis | use constructionist approach to reveastwal dynamics of the process where,
following the implementation of the information &y, users and the IT system
mutually shape each other to become an informatystem.

In my empirical research | examine two globally eahibed information systems:
namely enterprise resource planning (ERP) systemigre the users after the
introduction have very small freedom in using tlgstem as they want or to shape the
system to their needs. As a result of my researsholw that in this case the users
realize the flexibility outside of the system deyhg and using routines

complementing, substituting or bypassing the system



My thesis focuses on this changing and malleablaogefollowing the system
introduction. | aim to understand why these rolgie&ist next to the system, how are

they developed and | seek to understand how theypeaiseful.

Although the existence of these routines is a gdlyeaccepted fact for practitioners,
the academic world has rarely dealt with them (Eleynand Sobreperez 2006, Pollock
2005). | trust that through my research we cannlgaore about them. On a more
general level, | hope that my conclusions add ® khowledge gathered until now

about the way information systems really work.

It was a long journey to find my research quesamod then to find the exact focus.
First, | approached it from the direction of fadsrof information systems, stating that
workarounds are making the system more useableéh&ydserve to avoid failure. This
approach, during the viva of my thesis proposaltiedfollowing inspiring discussions
(for which I am very much indebted to Dr. NathdWiéev and Dr. Gydrgy Drétos) has
changed and arrived to the insight that the quesifosuccess and failure are different
from what | am currently looking for. Workaroundee aather necessities which are
enabling the execution of tasks and the efficientkimg of users in a strictly regulated

IS environment.

Here | would like to use the opportunity to thamice more to Dr. Nathalie Mitev and
Dr. Gyorgy Drétos who steadfastly supported me ubglo my whole PhD research:

accepting and polishing my ideas and believing én m



2. THE FOCUS OF MY RESEARCH AND

THE OVERVIEW OF THE LITERATURE

The current chapter, introducing the focus of mgesech and reviewing the existing
literature, consists of three main parts. In thstfpart | overview the publications
discussing the situation after system introduction.

This is followed by the introduction of the exigjititerature on workaroundsl point
out dominantly publications discuss workarounddsases or smart solutions at user
level. My research shows however, that workarowardsknown by both the middle and
top management; they regulate, in some cases eW@e or develop them.

In the third part of this chapter | review how myroconcept changed and developed
throughout the research, and as a result, what yscorrent approach to the

phenomenon of workarounds.

Before | embark on reviewing the literature, itugeful to briefly outline the links of my
research to some related areas.

As information systems are complex social and teehrphenomena, there is a close
relationship withchange managementas the implementation of large scale new
hardware, or software naturally brings change \itgklf (Dobak 1996, Fortune and
Peters 2005, Mumford 1993). Similarigroject managemeris also a closely related
area, as both system development and system implatise are managed in the form

of projects (Markus 2004, Fortune and Peters 2005).

! It was a challenge to find a suitable Hungariangtation for the English expression ,workarouritie
English expression emphasizes that these rountiodsaroundthe system. However, as a result of this
research | identify substituting and supplementmgines built up according to a different logic.
Accordingly, following this typology | shall intracte the term ,co-system routines” which includés al
the three types.



The focus of my research is not the system impleéatiom as a project or as a process
but theinteraction of system and organizatidollowing implementation. Therefore, |
am not dealing with the following — undoubtedly w@rteresting — questions:

1. The process and quality of the decision on systeplementation;

2. The management of the project implementing yiséesn;

3. The role of managers, software engineers (awsoé vendors), or consultants;

4. The specifications and / or evaluation of thetem.

All these issues relate to the phase before themsystroduction — that idefore the
end of the project phase. In my research | examine the user behaviour, more
specifically, the user routines existing next te gystemsfter the end of the project

phase.

2.1 The starting point of my thesis: the social

dynamics following system introduction

In my thesis | regard information systems as comptecio-technical systems (Drétos
1999). Information systems include human and technsub-systems, are able to
collect, store, retrieve and process data (Dro@EklLR The technical infrastructure |
label information technology (Drotos et al. 2008)formation systems are complex
phenomena themselves, as well as their organizadtenvironment, but the two are of
very different nature. As Berg (1999: p88) formafatit: the organisation, and the
processes and tasks in the organisation are “messy”ad-hoc, while the domain of

computing is structured, rational and predictallbis way the optimal use of the



system resides in the extent to which the systemadust to the everyday practice of

the trained users reacting to the changes in thiecgarment.

In the existing literature we can discover two baapproaches of the situation
following system implementation. Firstly, there déineories looking at a (singlsjatic
factor or characteristic. Good examples are concepts aiming ¢haluation of the
system or consideringuser satisfactionor system usas a single factor. [(These are
very widely accepted factors amongst success m¢peLone and McLean 1992 and
2003)].

The works discussinguser resistanceor the theories about thacceptance of
technologiesare already dealing with system and user relatipns but still looking at

it from a static approach.

The other approach in the literature acknowledgeslynamism of the situation. This
research inquires about the actual use of the syatal looks at how the information

system ionstructed by users and the system) following the systenlempntation.

2.1.1 Works with a static approach to the situation following system

implementation

Many scholars seek to understand certain aspetie &fystem implementation itself, or
the situation after system implementation. Suchr@gghes are the evaluation of the
system, or attempts to identify success factorseasons for failure. Similarly, the

system use and user satisfaction can be also evaedi@s static factors. Below, | briefly

summarize the related literature.



The system evaluation itself is a broadly discusseda. The newest direction
emphasises and acknowledges that the evaluatianhighly subjective process (e.g.
Smithson and Hirschheim 1998 or Wilson and Howci2005). One main reason
behind is that the evaluation of the project intrcidg the system is closely linked to
the arena of organizational politics and power gamdhe organization. Smithson and
Hirschheim (1998: pp158) ,highlight organizatiomad political questions which make
evaluation more difficult”. Wilson and Howcroft (@B) consider evaluations rather as
means for enrolling users and consolidate theiniops (ppl8). Since information

systems themselves are complex phenomena, and thedct environment,

organisations are complex systems, the evaluafianfarmation systems is very often

ambivalent: very much dependent on when we inquuach questions we pose and

also, whose aspect we take into consideration.

Similarly, significant research focuses on succksgors, or conceptualise system
failures or anomalies. For this thesis, the ones ratevant which discuss aspects
following system implementation: they consider systuse or user satisfaction as

indicators of success or failure.

System useseems to be a very obvious and easy-to-measuieaiod of success or
failure. By definition, use is the consumption bétoutput of the information system
(Ein-Dor and Segev 1978). This aspect is the mesjuently used success measure:
very obvious and easy to measure (Ein-Dor and S4§&8, DeLone and McLean
1992). That is a reason why it is often used ielfitso measure the success of the

information system.



Ein-Door and Segev (1978: ppl065) explain wise is the ultimate measure of
success: ,We claim that a manager will use a systéansively only if it meets at least
some of the [numerous suggested success-] crarddhat use is highly correlated with

them. Thus we chooseseas a prime criterion of IS success”.

This simplistic view can be criticized arguing tHase” itself is a very complex factor
and far from unambiguous:
[0 We can observe thde factousage (with observing the usage of different
hardware tools, e.g. following the mouse movemergsjus theeportedusage;
[0 An important matter is also whether only the basicalso complex system
functionalities are in use (Lassila and Branché&99).
[0 An important question is the system usafi@evhomis considered (DeLone and
McLean, 1992);
0 Also, according DeLone and McLean (1992), it is ampnt to differentiate
between the compulsory and voluntary usage, asvaiiyntary use can serve as

an indicator of system success.

These above examples prove that the measuremexnteaf such a seemingly simple
factor raises several questions. Along with thaksranas DelLone and McLean (1992)
state that based on their comprehensive reseaystens use is still an objective and

easily measurable indicator.

There can be several reasons behind usarssing the system (DeLone and McLean

2003; Markus 1983): next to individual level issuekck of proper training, negative

10



attitude — the system functionality or the lackusér friendliness can cause significant

problems.

An other commonly considered factoruser satisfactionwhich can be defined as the
reaction of users to the use of the output of tiiermation system. This other, earlier
very popular aspect is “probably the most widelgdisingle measure of IS success”
(DeLone and McLean, 1992: pp69). According to théhars, there are three reasons
behind that: (1) a high degree of validity (2) statal reliability and (3) other measures
are conceptually weak. Questions emerge also regpitie measurement of user
satisfaction:

[0 Whose satisfaction do we measure?

[0 To what extent is user satisfaction associated wgbr's general attitudes

towards information technology?

The above works are above all doubts very useful,fdr our case they simplify the
reality too much. There are researchers who consischangeaspect of the system
introduction. As the implementation of a compamyeleinformation system brings
changes in the status quo (e.g. Dobak 1996, MatR88, Markus and Pfeffer 1983),
the elements of organizational politics are interamin the process and overcoming
the resistanceis a key to successful implementation. Franz andeiRo(1984)
emphasize that this phenomenon is ubiquitous aate shat the resistance against the
system is a natural reaction of users. Similariylli@son (1994) states that resistance is
a key characteristic of contemporary organizati@m] can be regarded as kind of a

reaction to the existing power asymmetry.

11



Several scholars focused on user resistance agamsmplemented new technology
(e.g. Braverman 1974, Foucault 1977, Markus 1983%blVand Palmer 1998).
According to Joshi (1991, 1989) users will considgquity when deciding about their
attitude towards changes. The author identifieeghaspects which are considered by
individuals when assessing change: (1) individ@ah @r loss in equity status, (2) their
status outcome relative to the organisation andh@) status outcome relative to their
peers. Joshi argues that in case users perceigeitypeat any of these levels, they
respond with resistance.

Resistance can be negative, like boycott or sabat@grnall 1986, Coetsee 1999). The
majority of the literature assumes that workers rave co-operative, cheat, break the
rules without their supervisors knowing it (LaNwex Jermier 1994).

Based on the negative approaches of resistancerasegsearchers have concluded that
user resistance is an obstacle for implementingrimétion systems successfully. Some,
however, have recognized that resistance is noé¢ssacily a negative phenomenon
(Markus 1983, Lapointe and Rivard 2005, Hirschhaind Klein 1994, Marakas and
Hornik 2004).

According to this aspect, deviating from the plahra prescribed use should not
necessarily be evaluated as negative or stubba@miesers. We can also consider it as
a sign of support of the users: this way they tyfihd solutions for the flaws or
imperfections of technology and fulfil the regulaork tasks (Ferneley and Sobreperez
2006).

For the present thesigpsitive user resistances more relevant. The motivation behind
this type of resistance is generally supportiveaiihs to find the optimal workplace
practices to be able to fulfil tasks (Bain and Bay2000). Actually in these cases

workarounds can be viewed as necessities, forefsudo not have the possibility to

12



execute their daily jobs as prescribed, they wiyl to find other ways to do so
(Sobreperez 2007).

The approach of Sobreperez (2007), as well as grnend Sobreperez (2006)
introduce an excellent and valuable approach aboukarounds and user behaviours.
However, the authors focus on user attitudes, whille current thesis | focus on the
process of social construction how users and tl@nmation systenmutually shape
each otheafter the introduction of information technology.

Both the emphasis and the focus are on this dynpmicess and neither on the rather
static value which the users attribute to the systnd to the process of system
implementation nor the power relations linked tes#n The developed theoretical

research starting point was supported by evidemse both research sites.

An other, slightly different approach regards wediands as fruits of user creativity.
Ciborra (2002, 1996) introduces the French wobdicblage” in connection with

discussing the long term strategic advantage dajrim&tion systems. Bricolage in
French means tinkering, some kind of do-it-yourshklhting that users develop, or
rather, tinker creative solutions to perform th&sks. According to Ciborra, “the
capacity to integrate unique ideas and practicalgtlesolutions at the end-user level
turns out to be more important [to acquire sustdemaompetitive advantage] than the
adoption of structured approaches to systems dewelat or industry analysis”

(Ciborra, 2002: pp32).

Accordingly, the author claim$ricolage, improvisation and hacking undoubtedly

positive, suggesting that these activities, ignpmormal processes, are to be supported

by the top management (ibid. Pp47). But can thisr@ach be widely used? In my

13



opinion this is rather an interesting argument,cvhtan be applied by top managers

rather selectively but not in general.

Looking from the other side, we can inquire abooitvhmuch users accept technology.
Technology Acceptance Models (TAM) attempt to pcedhe impact of external
variables on the internal beliefs, attitudes andab@ur of people in new technology
situations (Sobreperez 2007).
Ginzberg (1981) was first researching how user egtens towards the system
influence their attitudes — which will influenceeth behaviour. Later Weick (1990)
pointed out how the individual level cognitive pesses influence technology in
organizations.
One of the best established TAM by Ventakesh andsD@000) identify two main
factors which define the acceptance of the teclgylo

[0 Usefulness:the degree to which an individual believes thsing a particular

system would enhance his or her job performand2a¥is, 1993: p477);
[0 Ease of use“the degree to which an individual believes tagiarticular system

would be free from physical and mental effort.” fi3a 1993: p477).

Ventakesh and Davis conclude that these two fadtdhsence user acceptance to a
larger extent than the mandatory organisationasrol policies. Further research by the
same authors (Ventakesh and Davis, 2000), confiah ather factors like experience,

gender, age and work environment are also influgnaser acceptance.

TAM has been criticized from several aspects. Firtte models were developed based

on research results where the respondents wereraity students or office clerks.

14



These samples are obviously not representativeegcldde the significant majority of
the society (Cushman and Klecun 2005). Secondlypnd.and King (2003) criticize the
model simplifying the reality with regarding usexs passive and isolated individuals,
and not part of the social environment and procesgech surround the users (who are

active “actors”) .

The TAM can not be used for the current thesiseeits its focus being the user, it
disregards the changes in technology, the procassliie technology itself gets shaped
and modified during use. (This aspect as a fursl@rtcoming is mentioned by

Cushman and Klecun (2005) as well.)

Below I introduce approaches which focus on theuainfluence the two sub-systems

of information systems have on each other.

2.1.2 Works with a dynamic approach to the situatio  n following system

implementation

Works discussing the dynamics of the human and nieah sub-systems use
structuration theory (Jones 1995, Giddens, 1979a adarting point. According to
modern structuration theories, planners and desgnescribe structures in
technologies based on their expectations regartioyy users will use the given
technology (Hirschheim and Klein 1989, DeSanctid Roole 1994). These structures
influence the way technologies are used: enablertam ways of use while inhibiting
others (Orlikowski and Gash, 1994).

While using technology, users will interpret anc uke technology in a more or less
different way from what was foreseen by its designe this wayappropriating it.

Through this, the users alemactstructures in the artefact. Through this process th

15



interpretations of technology and the institutiofsedtors together define how users will
use the technology — which process in return alspes and modifies technology
(Orlikowski et al. 1995, Orlikowski and Gash 19@4tJikowski 2000). The followers of
structuration theory bring up the internet as oeg &xample: Tim Berners-Lee, the
developer of the HTML protocol (serving as the bdsr the World Wide Web) admits
that he would have never thought that human kindilvaise the technology he
developed in this magnitude and in so many ared&@@ski 2000).

Orlikowski et al (1995), as well as Woolgar (199fgcuss the factors in details which
influence the actual use.

The extent to how flexibly technologies can bernpteted and shaped is very different:
there are artefacts with more and with les®erpretive flexibility (Orlikowski 2000,
Orlikowski and Gash 1994, Pinch and Bijker 1987:ambeddedness as well as the
physical features can largely limit the ways of .u3gre and Orlikowski (1994)
highlight that the initial interpretive flexibilityfollowing system implementation
decreases fast as the users’ cognitive frameseateithnology and therefore the modes

of use congeal fast.

While the static approaches reviewed in the fiest pf the chapter simplify reality way
too much, they are able to answer too few questiegarding the routines developing
and existing next to the information technologi@s. important result of the dynamic
approaches is that they acknowledge the mutuattsftechnology and humans have on
each other. According to structuration theory theual system use develops through

continuous interaction — amaterpretive flexibilityplays a key role in this process. This

16



flexibility enables that users deviate from thegorally intended way of use and use the

technology according to their own cognitive schemes

But what happens if the strict rules of technolagg do not let enough room for users
to shape the technology and use it the way itiialsie or convenient for them?
Orlikowski (1992 and 2000) examines the Lotus Na&eawail program, Orlikowski et
al. (1995) the communication channel of a Japammesearch laboratory, while
Orlikowski and Gash (1994) groupware software. Weabmmon in all these software
that they have a significantly larger interpretflexibility as for example an enterprise
resource planning (ERP) system? Orlikowski (20004§)9) emphasizes that globally
standardized, interconnected and interdependenpleantechnologiesds for example

ERPs — E.B, leave less room for individual interpretatiorfsusers.

As far as the interpretive flexibility of a givereahnology is large enough, the
structuration theory can indeed lead to valuabdgints highlighting the social process
where users and technology mutually shape and @jevwbke information system. But
what kind of process develops in the case of antdolyy where the use is strictly
defined by rules and interdependent processesade of ERPs, the regular standard
reports and the pre-defined data transfer betweparate functional areas are limiting
very much the freedom of users. Not only the odfindeveloped system features, but
also the strict and numerous corporate rules ofese very small room for flexibility
for the users.

Based on my experiences | must highlight that tieificance of user workarounds
grows considerably in such situations. Practictilgse “solutions” around the system

represent the interpretive flexibility what, in tb@se of more open and flexible systems,
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can be discoveredithin the system (Figure 1.) In the case of less flexgystems,

these type of solutions will be developed outsitihe system.

- System evaluation

- System use
Static - User satisfaction
approaches: - Technology acceptance
Post-
implementation Interpretive flexibility
phase :
Felxible use
of i Individual ways of
Dynamic technolog’ technology use

approaches: [

Regulated
use of 1 Workarounds
technology

Figure 1: Placement of the research in the literatte

In this case the time factor is of higher impor&mght after system introduction users
solve many, even key steps outside of the systleay. might return to former tools or,
if possible, to the previous system. Following te&ly period, gradually — but not so
soon as Tyre and Orlikowski (1994) describe — gagsilibrium develops: the users
will more and more use the system for executingkthedata transformations, however,
where it is worth more to use routines outsidehefgystem, the workarounds prevail.
According to my research therefore, the appearahceerpretive flexibility is different
in the case of freely used technologies or techgietowith regulated use. As a response
| am seeking to understand and evaluate the woukasoon a very pragmatic level. My
goal is to reveal and describe the process deveopmvolving the factors of
organizational environment, the inherent charasties of technology and the user

behaviour.
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In the following chapter | review the literaturesdussing the workarounds developed

next to information systems and introduce the cunresearch questions in detail.

2.2 Literature of workarounds

The existence and prevalence of workarounds is ooisyi practitioners and IT
professionals in organizations take them for gmrrate part of everyday life (Pollock
2005; Petrides et al. 2004). Despite of this ultiguhe area is still under-researched:
Kobayashi et al. (2005) as well as Pollock (200&plkasize that little research has
attempted to characterize workarounds, theories cdaskifications are still missing.

With my research | aim to contribute to the knowge@bout this phenomenon.

What are workarounds exactly? In the following e firstly | discuss the presently
available relevant literature on workarounds. Sdtgnl develop the approach and
definition of workarounds used in the present meseand thirdly, | introduce the

objectives and questions | seek to answer thraugledrrent research.

As Pollock (2005) emphasizes, little scientific Wwolocuses on the description of
workarounds. Here | review the existing researath lweir main results which discuss

this very phenomenon.

Gasser (1986) wrote the first and for a long timey piece of work about workarounds.
He investigates how information systems fit inte #veryday work life, fulfilling their
routine tasks. In this context he describes thenpimenon of workarounds for the first

time.
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The unique strength of Gasser’'s work is that héectd data from 10 organizations,
revealing and classifying the user routines devedolpy users working with computers
during their everyday work. The researcher takegfanted that the automatized and /
or computerized systems do not match perfectlydtily tasks of the members of the
organizations (Gasser 1986: p207). As a resuliyishahls — or groups, co-operating —
develop strategies in order to be able their daigks. ,...These basic processes which
we termFitting, Augmentingand Working Around computingserve to take up the slip
between static or slowly changing, fairly rigid Wwoprocedures associated with
computing, and the fluid, rapidly evolving contimjedemands of daily work which

computing supports.” (Gasser 1986: p207.)

In Gasser’s view these user strategies at micrel lensure that computerized systems
can exist in the organizations and, from a pragimpérspective, he emphasizes the
importance of ‘unearthing’ and understanding o$ fhhenomenon. Gasser argues that
studying this dynamics “allows us to better intégreomputing by giving us theoretical
bases for when and how to freeze work routineshgps in a new technology), and
when to allow for the flexible adaptation of ad-hqeerhaps manual, operations.”

(Gasser 1986: p207).

Gasser lists ‘Working around’ as the third typenatro level user strategy and gives
the following definition: “Working around means emtionally using computing in
ways for which it was not designed or avoidingute and relying on an alternative

means of accomplishing work.” (Gasser 1986: p216).
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The researcher highlights that the system devedopaticipating in his research did not
like workarounds which are typically ad-hoc stragsgo solve immediate and pressing
problems as they often conflict with the formalniples of the system use.

In his research Gasser identifies three types okwoound routines (ibid. p:216.):

[0 Data adjustment In several cases participants “game” their compsistems
by entering data that they knew were “inaccurate’th@t did not reflect the
spirit of the input data expected by the prografigey did this in order to get
desired, usable, and in an important sense, “atEur@sults.

[0 Procedural adjustment The users often reverse organizational procediores
getting service or making changes. The ability torkwaround established
procedures depends upon having the power to cesateexploit flexibility in
work routines, a close working knowledge of thegaedures and the particular
division of labour in the organization (one musbwnwhom to trust and whom
to ask for favours and speedups) and having thesado key actors who can do
the work one needs in the way one needs it doni.type of workaround, as
Gasser observes, needs substantial knowledge apérience with the
organization of work and the system itself.

[0 Backup systemsThe identified backup systems can be automatzedanual.
Manual systems in many cases result in the dupicadbf data or notes,
calculations on computer-based reports, which whalde been more difficult
or impossible to execute within the computerizegdtesy. The automatized
backup systems are relevant not at individual Iewewhen more individuals or

functions have to co-operate.
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In summary, Gasser states that for both practit®rend system engineers (and
software developers) it is important to understémel essence of workarounds. He
emphasizes that further research is required tatifgethe distribution and patterns of
workarounds on the level of everyday user routines.

The undoubted value of Gasser’s work is to be itst to describe and classify user
routines existing next to the computerized systeWis. have to note that in Gasser’'s
research workarounds are only one of the possdlgpementary user strategies — this
interpretation is a narrower definition than whahey researchers, as well as this
research, uses. Here we consider workarounds d iabelving all user routines

bypassing or complementing the computerized system.

Stephan Poelmans (1999) focuses explicitly on theteb understanding of
workarounds. The starting point of the Belgian aesker is that the way users use the
system and their perception of the system reflaots well the system fits to fulfil the
tasks. Poelmans considers workaroundsaggsng strategieshrough which, deviating
from the defined process, users can reach theitsgd®elmans 1999, pll). The
objective of these coping strategies is to savee tmmd effort, or to bypass the
limitations of the system.

As a significant additional value, Poelmans introeki the termviscosity’ which is
defined as “the perception of extra efforts thaindod contribute to the end-user’s goal
that are brought about by the [...] system.” (Poelnd@99: pll). The researcher
emphasizes that the essence of viscosity is thiduals, through to the processes
coded into the system, have to exert extra-effimrtdhe benefit of an other individual
or a group. He concludes: “...therefore, viscositysigoposed to be distributed.”

(Poelmans 1999: p11).
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Practically Poelmans explains the development ofkemmunds on the basis of
economical principles, through individual profit xm@alization and opportunism. The
researcher draws the conclusion that individualse ladecisive role in the process: in
certain roles or in connecting jobs users percailager amount of extra work and they

replace it with workarounds.

Similarly, Kobayashi, Fussel, Xiao and Seagull @06onsider individual roles to be
the decisive factor for workarounds next to compméel systems. The American author
quartet applies a wider definition for the term weamound: not only the computer
system but the complete process supported by tieemation system stands in the
focus. The authors consider any and all informapstdiverging from the normal
process as workarounds. In this approach the woukals are “informal temporary

practices for handling exceptions to normal wonkflgKobayashi et al. 2005 p:1561).

Kobayashi and her colleagues are seeking to umghelsihich factors influence the
efficiency of the workaround practices. They coasidorkaroundsuccessful if they
provide an answer or solution to certain recurrarganizational problems and they
reduce the cognitive efforts required in theseasikuns.Unsuccessful workarounds, on

the contrary, are not reliable and lead to insitglih organizations (ibid. p: 1561).

An important shortcoming of the conclusions drawrKlobayashi and her colleagues is
that they are strongly influenced by the reseaithand settings (the coordination of
medical work in a hospital) and more difficult tppdy to general organizational

settings. However, a very valuable contributionthat they differentiate between
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organizationally successful and unsuccessful waoikads, although there is only little

information on how they evaluate the single workas.

Also Petrides, McClelland and Nodine (2004) aim d@palyse the usefulness of
workarounds at organizational level. The Califomiasearchers investigated the use of
an information system linking together multiple wersities. They observed users’
behaviour under circumstances when the users camauess sufficient information
(data) for executing their daily tasks. During theisearch, the researchers identified

several workarounds.

According to Petrides et al. “workarounds can bensas inventive and short-term
solutions to pressing organizational needs” (Pestidt al. 2004 p:101). The authors

differentiate between two types of workarounds:gd9ential and (2) ancillary.

The first categoryessential workarounds were resulting in data which already existed
in the IT system, but for various reasons usersuieegthem through non-formal
channels. The reasons behind them were the lagcafracy or the reliability of the

data available in the central system, or the naegadcy of the data structure.

The second categorgncillary workarounds are describing routines which were not
fulfilling basic needs, but were comprised of efffoto collect data that were secondary
or non-vital to the everyday processes requiredtate and other agency reporting. For
example data and results of student surveys, ofcooipulsory reports or summaries

from single departments are listed in this category
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The researchers found that users put more efforesxécute essential routines where

also the developed informal routines and procedamesnore complex.

Costs of workarounds

Benefits of workarounds

Enhances the fragmentation of informati

/data (personal / local databases)

oRlexible and cost efficient solutions to satisfy

local and ad-hoc user requirements

If the use of ancillary software is accident
the user has no routine, can make er

without the possibility of control

aProofs of positive user attitude: the responsible
ramgint to and are able to solve the emerging

difficulties

Weak quality, non-reliable data (Data had
been collected uniformly throughout t

years)

nén

héndividual level can be useful on a larger

innovative  solution developed on

(organizational) level

if th

developer of the workaround leaves 1

Question of knowledge transfer,

organization

nénnovative atmosphere and a “do-it-yourself”

hettitude in the organization

Checking of data from non-formal process

entered manually takes very long time

sé@San direct the attention to the issues and

problems with the existing IT system

If users do not use the system, it can not
developed either: the falling out of itk

benefit of system improvements

be

ne

Table 1:The costs and benefits of workarounds:

sumany based on Petrides et al. (2004)

An important added value of the works of Petridesleis to identify the costs and

benefits of workarounds on organizat

summarize the costs and benefits listed

Petrides et al. (2004) in their article exp
solutions as if the developed workaroun

the benefits (considering users’ extra

ional level. the above table (Table 1.) I

in thelarti

laintthvarkarounds do not provide long term
ds condbkalcosts will in any case supersede

time anaredff lost opportunities and other

issues — ibid. p107). According to the authors,wleekarounds serve best as showing

2
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directions for necessary system developments amdandnagement has to pay attention

to these.

Next to the obvious strengths of the article, igigestionable that the authors do not
identify workarounds (or do not acknowledge thenhick make the process easier.
They do not discuss examples where the given sbefid mot be solved within the
system or this solution would be very expensivdrifies et al. practically suggest that
the developed solutions are temporary and the foaltions have to be developed
within the system. The authors do not acknowledbat tin certain cases the

workarounds can offer the optimal solution for trganization.

Finally | briefly introduce Nail Pollock’s 2005 ale, the uniqueness of which is the
discussion of a case where users and system develbpve co-operated during the
system implementation and customization. This isilmportant aspect, as from the
middle of the nineties most information systems designed and programmed in
modular structure — in a way that it is customieafolr the company buying the system

(Pollock 2005: p3).

Accordingly, Pollock (2005) defines workaroundst@sls used by the system actors to
shape the system for their own needs. One of Rddlonain statements is that between
the developers and the users there is constanioteras the existing roles and
responsibilities are unclear. Pollock observes thiaén users develop a workaround,
that is they work around the system in some waysy in fact exert some form of

resistance.
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In her comprehensive dissertation Polly Sobrepgi2207) thoroughly discusses
workarounds as manifestations of positive userstasce. Although the focus of my
dissertation is similar, my approach is differdram not discussing the individual level
acceptance of the system, but take the functiongracess misfit of the system as a

starting point.

In the Hungarian literature there are even lessnsific discussions about workarounds.

In fact | have not found any scientific publicatidiscussing this very phenomenon.

Research connecting to the current research areaavalucted by Péter Dobay (1993).
Dobay examines the motivation of decision makerstreg dawn of office IT
applications, the preparation (or, to be more exhet lack of preparations) before
introducing the software applications, as well las teactions of users and the extent
they are using the system. Next to the motivatedi emthusiastic minority of users,
Dobay mentions the user resistance he revealedy t%e of constraints to use the
system are mostly without results (...): the work@rotves” that the system is
absolutely unusable in ‘our office’, or they qui(ibid. p22). Regrettably, the article
does not discuss further details about user agtjteven though it would be very
interesting. Dobay, in his article, rather embracese research questions instead of

diving deep in one.

One other, very interesting article connectingh® turrent thesis is written by Andrés

Nemeslaki and his fellows (Nemeslaki et al. 199he authors present evidence that in

Hungary and the Central-Eastern European regionnipéementation of systems are
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rather cumbersome and less efficient. The researawdlected data at 13 Hungarian
companies and identify four characteristic hindgfectors (Nemeslaki et al. 1997: p2):
Obstacle 1: fit between IT and the management;
Obstacle 2: fit between the organization and thkemotinstitutions of the
environment;
Obstacle 3: fit between the local management aaehployees;

Obstacle 4: fit between the international manageraed the local management.

According to the authors the first and the fourtistacle is mostly characteristic to the
post-socialist companies, while the second andl thactor can be experienced at
Hungarian affiliates of multinational companies.e$a obstacles build true difficulties
for efficiently introducing and using informatioystems — next to the obvious issues

with the less developed information infrastructure.

The research approaches and publications of Andereeslaki (1996) and Gyorgy
Drotos (2001) played essential role in importing teociological and interpretive
approaches in information systems research in Hynghich stream has been followed

by several Hungarian scholars.

Rather from the field of sociology, the works ofaBa Maké can be mentioned as well,
where the users, workers are in focus. The puliicatof Makdé from before the
political transition (Héthy and Mako 1980, 1972 ah#l70) analyse and describe
workers attitudes and behaviour in non-market espnoLater Makd extends his
research and discusses in several (country) studd®e technology changes the

circumstances, the daily work and the opportunitésvorkers (Maké et al. 2009)
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Greenan et al. 2009). The level of inquiry in Mak@iorks is generally at macro level,

discussing trends of the labour market.
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2.3 Chapter summary and the research question

Through the below table | overview the articles wbaorkarounds introduced in the

previous chapter. The table summarizes the typd3 slystems researched, how the

author(s) look at workarounds, what types of woskiads the author(s) revealed and in

the last column I highlight the significance of {héblication.

Author( | IT Systems Workaround as... Workarounds revealec Significance
s)
Gassel | MRP Harmonizing the technici Date-adjustmen, date- The first
(1986) |systems of |and human systems of manipulation; scientific
10 different logic; Entering fictive data into the publication
organizatio | Non-intended use or passingsystem; describing
ns by of the system is conscioysManually prepared attachments; | workarounds;
Personal favours; identifying
Informally bypassing the system;| types
Supplementary systems (manual or
automatic);
Poelmai | Workflow | Avoiding strategies to say | Entering data ex pc; Viscosity: the
s (1999) | system of a|time and efforts, or to bypassSkipping single steps of processeseason behind
Belgian the system Informal relationships; workarounds is
bank the extra-
efforts
Kobaya: | Information | Informal and temporar Magnet boar; Workarounds
hi et al. | system and| practices which handle the | Post-it; are inevitable
(2005) | supply exceptions of normal Personal contact; based on
chain of a | processes Asking favours; informal
hospital Re-allocating inventory (data relationships
manipulation);
Entering data ex-post into the
system;
Pollock | Modular Adjusting technology ti Legitimizing individual Workarounds
(2005) |university |individual needs or goals | development; are individual
information Re-coding; initiatives
system E-mail;
Petrides | Multi- Creative, sho-term solutions| Date-manipulatior; Costs ant
et al. campus parallel to the IT system to | Personal observation; benefits of
(2004) |administrati| fulfil organizational needs | Excel; workarounds
on Manual / paper based data for the
information collection; organization;
system Taking notes; describing
Hiring consultants; workarounds
Double / Triple administration;
Data exchange through e-mail;
Sobrep | Clothing User uses the system Date-adjustmer, date- Podtive user
rez company/ |execute the task, but not | manipulation; resistance in
(2006) | English Firg according to prescribed rulesSupplementary systems (manual tre background
station automatic of workarounds
Entering ex-post data;
Table 2: Overview of the more significant publicatons on workarounds
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The table indicates well that on the one hand iddeey limited research aimed to
reveal more about workarounds and they hardly spomed to each-other. We can state
that independently from the sector or area of theeworkarounds are present where an
information system is implemented — as well aswviadial creativity is unquestionably

present in tools and forms of workarounds.

With reviewing the above table, we gain an overvadwhe key terms and added values
introduced by the articles discussed. In the néwpter | introduce my research
definition which builds on the above research amdlll use in the empiric research |

conduct.

2.3.1 The definition of workarounds used in the pre  sent research
Considering the discussed literature together mighacquired knowledge of the field, |

developed the following pillars to build the stagipoint of my definition:

(1) The term workaround is used exclusively for kvatone including computer
systems. We can use Gasser's approach: “computer[isis the employment of
computer based information in the accomplishmenbtber primary work” (Gasser

1986: p213).

(2) 1 do not only regard workarounds as handlingegtions but rather as activities

connecting to the computer system to fulfil evesydaork — complementing,

supplementing or bypassing the computer system.
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(3) I only focus on the use of the system alresdiyoduced and not the process of

customizing or introducing the computer system.

Based on the discussed literature and the abov&treons | developed the following
definition which | use for my thesis:

Workarounds are routines existing next to the compter system: complementing,
supplementing or bypassing activities which are noplanned, and which users

exert in order to fulfil their work tasks .

2.3.2 Research questions

In my research | wish to investigate the followagpects:

In which cases and with what motivations do usersayelop workarounds?In the
approach of some scholars in previous studiesprasexample Kobayashi et al. (2005)
workarounds are developed by users as a responggessure, for example time
pressure, or to handle unexpected situations. Alaogrto Gasser (1986) the reasons
behind workarounds are the planning difficultiebe tbounded rationality, while
Sobreperez (2007) emphasizes the struggle of tes tig fulfil daily tasks against all

difficulties.

What tools are users using for workarounds?Vhat tools are used: electronic and

non-electronic; how complex are these tools and wghide cost of their use?

Individual or team workarounds, furthermore is the necessity subjective or

objective? This inquires about whether the given workaroundnisndividual response
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to the system logics and function or in what camesthey results of co-operation of
groups; in which cases are workarounds individtizrefore subjective) solutions or

objective necessities?

Evaluating workarounds according to their productivity — at organizational versus
individual level. At individual level in many cases it is easier t®@ute the tasks by
avoiding using the system. However, at organizalfidevel the use of the system is
unavoidable as for example by skipping a step withe system results in void data
which can not be used for the further process stes other functional areas. At the
same time, there might be cases when workaroundsg Ibhe optimal solution at
organizational level.

Through this research question | compare optimaltisms at organizational level and
benefits at individual level. Under which circumstas is an individual willing to
optimalize according to organizational aspects \&hdn (s)he becomes opportunistic?

How can these contradictions get resolved in pra€ti
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The above research aspects are summarized inltdwe table:

Research question Explanation Earlier research

DEVELOPMENT

Motivation and necessityWhat root causes are behin&obayashi et al. (2005);

behind workarounds; workarounds? Gasser (1986); Sobrepergz
Objective or subjective (2007); Petrides et al. (2005);
necessity?

REALIZATION

(A) Used techniques an
tools

(B) Group level or individua

dwWhat ex-system tools are us

by users?

What factors define whether it

ethdirectly

198

research, other research h

Gasser's

snot dealt with these questions;

ad

workarounds a group or individual leve]
routine?

USEFULNESS

(A) Productivity at| Does the workaround improvePetrides et al. (2005) discuss
individual level individual or organizational costs and  benefits  of
(B) Productivity at| benefits? workarounds at organizational
organizational level Opportunism versus obedience;level, however, they do not

evaluate;

Table 3: Summary of research questions

In the below diagram (Figure 2), | illustrate thieoae research questions and their

logical relation.

WORKAROUNDS

Root cause
0O Objective
0 Subjective

Figure 2: The basic logic of the

Realisation Us
O Used tools
O Individual /
Group

efulness

O Individual
level

0O Organizatione
level

research questions
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2.2.3 Pre-assumptions of the researcher before the  field work
Following the literature review | realized that dvue developed pre-assumptions about
the researched phenomenon. Part of these was pteas a result of the collected
empirical data and became part of the conceptsd Haveloped, while other part of the
pre-assumptions were refuted during the field wdrkwill reflect on them when
discussing the conclusions and concepts.
There are a few pre-assumptions which are worthenotion:
[0 Workarounds are results of users’ creativity; they witty and smart solutions.
[0 Workarounds are essential, without them it is ingme to use the system to
execute daily work
0 There are informal “IT gurus” amongst the organaal members who
regularly and readily help other users. Their sohg and system interpretations
largely influence the system use in the given ogdion.
[0 The routines bypassing the system are sort of seeréunder-the-counter)
solutions which are hidden from the top managenasmt are not discussed
openly on official forums (like departmental megsix

[0 The majority of workarounds are developed and agendividual level.
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3. THEORETICAL BACKGROUND

The main research streams appear in the domainfaimation systems research as
well. Due to the interdisciplinary nature of theldi all paradigms and accordingly,
more research methodology have their raison d'&o¢withstanding the research field
have changed a lot since its existence: in theyeadrs dominant engineering (and
therefore natural sciences) characteristics weversified through the involvement of

alternative paradigms and research methods oflsmences.

Accordingly, first | discuss the most commonly useatadigms in the research of
information systems and then review the researatiitton. This is followed by the
introduction of my chosen research paradigm, dsogswhich research method serves
best the answering of the research questions ®thbsis.

In the third part of the chapter | introduce théerpretive paradigm and the chosen

research method.

3.1 Research paradigms in information systems

research

From the second half of the eighties the scholatsefield information systems have

started discussions about the research field .it§@tie branch of this self-reflective

discussion inquires about the justification of teeearch field, the limits and the subject
of research (e.g. Avgerou 2000). At the same tiegearch methodology and the
research paradigms are brought in the focus.

In 1987, two influential scholars, Robert D. Gakieand Frank F. Land call the attention

in their article to the vast differences in the gwdion of paradigms represented in the
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determining journals and they promote to publishrancesearch using alternative
paradigms.

Galliers and Land (1987) explain that the tradgibresearch with laboratory-based
characteristics suits better the natural sciendegewhe less conventional approaches
should gain more publicity to be able to contribtdethe further growth of scientific
knowledge. Galliers and Land acknowledge that iblel of information systems used
to be completely under the influence of technoldgywever both the researchers and
the practitioners realized that also organizati@mal behavioural considerations have to

be involved (ibid. p:900).

According to the authors, methodologies researctongnections described with
classical, statistical parameters have an obviessdgdantage in such a complex field.
In the research of information systems, if we ihsis statistical variables, we are not
able to assign right numerical values to variaklél decisive influence; therefore they
are eliminated from the calculations. Galliers &atd (1987: p901) to prove the lack
of success, highlight that the positivist resedratl not been able to bring relevant cures

and solutions for practical questions.

Galliers and Land suggest that the use of altemapproaches in the research, though
“likely to be more complex and difficult as a cogsence, but the results are likely to

make the efforts worthwhile.” (ibid. p:901).

Similarly, Orlikowski and Baroudi (1991) urge mouopportunities for alternative

paradigms. In their often cited assessment artieauthors show that between 1983

and 1988 in the most relevant journals of inforomatsystems 96.8 per cent of the
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articles are based on positivist paradigm while rdr@aining humble 3.2 per cent are
divided between articles with alternative paradigms this period there was no
publication in the North-American journals which wid be based on the critical

paradigm as classified by the authors.

For this disproportion Orlikowski and Baroudi lalg®dlame the doctoral schools, the
supervisors and the editorial boards of the jowrn@bid. p: 24). The article is
undoubtedly a milestone in the struggle to gainerapportunities for the publishing of
alternative paradigms and research methods: thmort@nce is also proven by the
number of references: in September 2008 the GoSglmlar website counted 910

scientific citations).

During the time has passed since the publicationhaf article, there is a gradual
opening towards the so-called post-empirist (i. nen-positivist) paradigms: this
opening can be caught in the change of the editpaéitics of the most influential
journal of the field, thé/lanagement Information Systems Quart¢itSQ) (Walsham
1995). According to a 1997 assessment, 16 perafehe published articles are clearly

based on interpretive paradigm (Nandhakumar andsi»®97).

As a result of the editorial openness and divexaiion, by the previous decade we had
arrived to a state where more research methodsappobaches are accepted (Myers
1999) — according to Markus (1997: pl14) it mearss ‘the war between quantitative

and qualitative is over”.
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Certainly this variety in research has a reasorefistence as the field of information
systems — similarly to organizational theories iffecent fields of management sciences
— are closely related to social sciences: nexhéoeingineering and technical directions
the sociology, linguistics, mathematics and psyoatpplare all strongly linked in with
this field (Mingers 2001). Accordingly, all the saitific results and research methods of
these fields shall be used when studying infornmaigstems — and we, without any

doubt, arrive to the plurality of paradigms (Minge2001: p240).

The 1991 article of Orlikowski and Baroudi servesl iaspiration for many further

research and inquiries. For example, Chen and khieso (2004) aimed to study the
proportion of paradigms in the articles publishesiwieen 1991 and 2001, as an
extension of Orlikowski and Baroudi's research. €lad Hirschheim choose a wider
basis for their research: they take into accoutitles not only published in North-

American, but European journals as well. From otdgpects they narrow down the
inquiry to only interpretive and positivist paraadig, arguing that the critical paradigm
is used in so few articles that only interpretivisieans a true alternative for positivism:
“the only relevant alternative for positivist resgais interpretive research” (Chen and
Hirschheim 2004: p201). This simplification is @ited by Richardson and Robinson
(2007) who review the articles adopting criticatggigm published between 1991 and
2001 — also reviewing the developments of criticedearch. In their eye-opening
critical article the authors arrive to the conatusthat critical paradigm is a key aspect
for the pluralism present in the research fieldrtiermore they provide evidence that
critical 1S research is continuously growing, baturally, “critical research is likely to

remain the preference of a minority of IS reseachier the foreseeable future”

(Richardson and Robinson 2007: p265).
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Chen and Hirschheim emphasize (ibid. p:199) thatcesithe publishing of the
Orlikowski and Baroudi article (1991) several newrals are published which do not
necessarily follow the main stream but rather goygportunities to the alternative
approaches and research methods. Most authorsvaleilye — and it is also supported
by evidence (e.g. Orlikowski and Baroudi 1991, Clagad Hirschheim 2004, Kaplan
and Douchon 1988, Lee, Baroua and Whinston 19%%)Ehropean journals are more
open towards publishing research adopting nonttosdl (mainly therefore

interpretive) approaches.

In the below table (Table Table 4) | summarize fiheings of the above discussed
surveys about proportions of paradigms in publishéarmation research. | aim to give

an overview on the trends how the positivist payads dominance has changed over

time.

Period Authors, year Found proportions Survey focus

1983 — 1988 Orlikowski and96,8 % positivist Only North-American
Baroudi (1991) 3,2 % interpretive journals, 155 articles

0 % critical

1989 — 1995 Lee, Barua and00 % positivist Only North-American
Whinston (1997) journal, 307 articles

1991 — 2001 Chen and31% positivist North-American andg
Hirschheim (2004) | 19 % interpretive European articles: 1893

publications

Table 4: Proportion of paradigms in different reseach in the field of information systems

Two conclusions can be drawn from the above tdlktly, indeed, European journals
allow more room for publishing alternative (in tltigse mainly interpretive) paradigms.

Secondly, during the nineties the proportion otraative paradigms published had
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been growing. Reviewing the publications adoptingcal paradigms, McGrath (2005)
observes that in fact there is only very little emeal research which is rather published
in conference proceedings or, as Richardson ananBmip (2007) highlight, in special

issues focusing on critical research.

It is important to highlight that although thereais overlap in the periods reviewed by
Lee, Baroua and Whinston (1997) and Chen and Hieah as well as Richardson and
Robinson (2007) still there is an obvious differeretween the results as well as the
conclusions drawn. Taking a closer look at the ighkd surveys and analyses we can
discover two reasons behind the differences: Onaife hand the classification of
articles are not identical. For example in the syref Lee, Barua and Whinston (1997)
the authors identify 24 research using case stuethads and 90 further field research
and these research are all strictly classifiedoass#tipist research. This fact could trigger
a far-reaching discussion about classifications #mel limitations it brings into
answering research questions — however, this isnyogoal in this thesis. As a matter
of fact, Lee and his colleagues in their surveylys®sa causal models which apply
positivist methods.

An other reason for differences can be that akdhresearch teams emphasize that

European journals are more prone to publish altengaradigms.

A relevant personal experience of mine is from wtyo®| year at the London School of
Economics, one of the leading workshops of Eurapearly 2006 Professor lan Angell
held a presentation about how to choose topicotordissertation. He said nobody
should even consider choosing a positivist reseashthis institute represents and

supports research adopting alternative paradigms.
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The above presented figure (Figure 3) from Mite®@0@ illustrates well how the
research on information systems had developederp#st decades. The figure shows
well that together with the change of the episterggland the scientific fields involved,

the focus of research had also expanded.

Dizciplines Sociology of technology

Management and

orgamization theory

Information Systems Organizations

< Engmesring Indriduals Culture
Technology
Functionalism
Systems Context
Interpretrvism Srocinre Power
Constructrismm
Stakeholders
Cntical theories
Epistemologies Models'anderstanding
of failure

Figure 3: Evolution of Understandings of Failure (Mtev, 2000: p85)

The above figure, although Mitev presents it reggydhe literature of information
systems failures, is also very useful for our aotrreeview of paradigms. It is well
visible that alternative approaches become moreped and more factors and aspects
are involved in the research. One main triggerthis expansion can be the gradual
modification of the image of the field of informati systems: the technical-engineering
characteristics became less central and the omg@omal studies and sociological

aspects explained more and more generally exp@depicenomena.
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In the following section | briefly discuss the mamsearch paradigms in the field of
information systems. Instead of the classical fparadigms of Burell and Morgan
(1979) I use the research findings of Orlikowskd @&waroudi (1991) and next to the
positivist and the interpretive paradigms, as adtiparadigm | introduce the critical
approach. A main reason for this choice is that rddical humanist paradigm, the
fourth paradigm of the Burell-Morgan classificatigconsidered as standard), is not
present in the research tradition of informatioategns (Orlikowski and Baroudi 1991,
Hirschheim and Klein 1992, 2003, Richardson and ifsmn 2007, Chen and

Hirschheim 2004).

3.1.1 Chosen paradigm for the current research: the interpretive paradigm
in information systems research

In the first part of this chapter | give a detailedplanation of my choice for the
interpretive paradigm which | found most suitalweanswer my research questions. In
the second half of the chapter | review the intetige research tradition in the field of
information systems and its main trends and doast This latter part is important to

me as in Hungary; this research tradition is lacktmng foundations yet.

Both Johnson and Duberley (2000) and Mumford (1@88phasize the importance that
the researcher, mainly for a doctoral thesis sholdse a research paradigm which

- Can easily be matched with personal beliefs;

- Can easily matched with the of the research ita@lf;

- Enables to answer the posed research questions.
The chosen approach has to be related to one axikeng research traditions in the
field of information systems, hereby supporting tnedibility of the research in the

eyes of the audience (Trauth and O’Connor 1990).
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As Droétos (2001) emphasizes, the chosen paradiginedenot only the process of

research but also influences the selected topiesdarch. Drétos adds, agreeing with
Lee (1999), that the more intriguing research t®p&n not be approached according to
the strict and rigorous expectations of the pasttivesearch. Choosing the suitable
paradigm therefore has to support the answeringeofleveloped research questions. In
this current thesis, two characteristics of theaesh questions have to be considered in

order to choose the suitable paradigm:

(1) I am studying the social dynamics following theroduction of two separate
information systems that is tipeocess of social construction of information systas.

My objective is to study the necessarily developmgchanisms in the given socio-
technical sub-system which as@uative and informal. At the same time the single
correction mechanisms (workarounds) are useful fom@ perspective, from an other

perspective they can be non-wanted.

(2) The research is @&xplorative type, as it wishes to reveal the informative routines,
solutions which the users develop individually orgeoup level to complement or to

bypass the system.

Accordingly, the current research adopts interpeeparadigm as this paradigm serves
best
- The revealing of social processes and the developired shaping of social

interpretations;
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- The studying of perceptions and sense making a&iceactors (which therefore
defines their actions);
- To compare the perceptions of different stakehsldérthe same system and to

study the resulting situation;.

The objective of the dissertation is to observe analyse the developed behaviour in
the given situation and this objective can be hesiched in the domain of the

interpretive paradigm.

| can identify my approach with Hacking’s (1999)danighlight that | can not agree
with the extremely interpretive stance where actgavhich are not part of the social
construction, do not even exist. This standpoimt ba refuted through several facts
from the history of science. | can rather agreéhuie approach which acknowledges
the existence of reality independently from induads; however it can be displayed or
projected through subjective discourses, soci@radtions or causal routes (Hacking

1999: p48).

The interpretive approach suits very well to tak® iaccount the organization, the
individuals and the system as a whole, as thisdigma considers the environmental
effects and organizational processes which intgnpith the system during the process

of social shaping (Walsham, 1993).

A justifiable suggestion would be to take a looktlad¢ interesting relationships and

aspects what the critical approach would revealrevbige focus could be the conflict of

the dominant managerial coalition (the decision enslof the system introduction and
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operation) and the users without power and infleerihis direction would be very
useful if I would approach the use of informatigystems as a compulsion (and this
assumption would not be completely mistaken), would like to reveal the different
forms and process of resistance. The critical pgradvould be the right choice if my
starting point would be that the implemented infation systems are prohibiting the
users from exercising their regular activities erdfore their individual freedom got
limited — and the workarounds would be consideredaions against the status quo.
We have to note however that the critical and pritive paradigms can be conciliated
(Mitev 2003, McGrath 2005, Sobreperez 2007). Atehd the current research takes an
interpretive stance, but also the regulations stey use have strong coercive power,
the critical approach is also present.

At the same time the research does not stand tcattasis as the general objective is
neither to handle workarounds as tools or manifiesta of emancipation, nor to
evaluate them as limitations to individual freeddvty objective is instead to identify,

describe and evaluate different types of workarsund

In the followings | will discuss the constrictivisipproach, rooted in the interpretive
paradigm, within field of information systems resda According to the interpretive
paradigm “the external world is constructed throagkocial process as result of the
participants’ subjective experiences” (Burell andoryan 1979: p28). The
constructionist approach focuses on the interaaiharacteristics of this social process
(Gelei 2002). In the next section | briefly ovewi¢he trends of social constructionism

within the field of information systems research.
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3.2 Constructionism and social research

tradition within the field of information systems

In the past two decades in the research of infaomatystems the interaction of humans
and technical factors received more attention. Sdtelars of behavioural sciences and
sociology largely contributed to the growth of kredge about this multi-faceted

phenomenon of information systems.

Wilson and Howcroft (2005) explain this change witie following argument: “A
social shaping approach is attractive becausaking a stance against technologically
determinist bias, it emphasises a view of techno#dglevelopment as a social process
thereby enabling an understanding of how sociabfacshape technologies as well as
providing a framework for understanding the conta@xtwhich technologies are

displaced.” (Wilson and Howcroft, 2005: p18).

In the next chapter | introduce the interpretiveediions developed within the field of

social and technical studies (STS).

3.2.1 Introduction of social constructionism and th e main approaches

Social constructionism developed as an answer ¢odibminance of technological

determinism. Opposing technological determinismicWwisuggests that technology has
its own logic determining usage and developmer#, sbcio-technological approach
became prevalent during the second half of the tietdncentury. Some scholars even
argue it has become orthodoxy in research traditmmnthe information systems field

(MacKenzie and Wajcman, 1999). Sociological redearadition in general criticizes
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the over-representation of objective, quantitatesearch in journals (e.g. Orlikowski
and Baroudi 1991, Lee 1999 or Wilson and Howcrofi%).

During the last decades of the twentieth centurgnyndifferent approaches and
frameworks emerged within social constructionisnmo(itéiro, 2000) and they vyielded
different insights on the interplay between infotimaal technology and the
organisation. Bijker and Law (2000) identify threeain branches of productive
traditions. As they note, these are different irerstific background as well as in

theoretical approaches (p12).

O Systems thinking — developed by Thomas Hughes, originally desagiktime
growth of large technical systems (e.g. the fi@ldiscussed the dynamics of
the development of electronic infrastructure: Higgh&987). It aims to go
beyond both technological determinism and sociahstwictivism. Hughes
suggests that the relationship between technologly saciety is dynamically
changing during the stages of technology. In thily séages of the development
of any technological system, that system will bepsld by society. Hughes
introduces the term ‘momentum’: when the technaalgsystem, as it grows
and develops, will have more influence on sociatywll begin to shape society

(Dwyer 2001);

Actor-network theory, ANT: with the aim to develop a neutral vocabulary
(Akrich and Latour, 2000) to describe the inter@usi of networked technical,
social and economic elements. In ANT, the social #chnical are regarded as
inseparable. The most important, revolutionary epph of ANT is that the
original differences between human and non-humamets of the network are
disregarded. The consequentigterogeneous actor-netwodontains people,

objects and organizations which get aligned imegotiation processMany
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scholars label ANT as extremely constructivist (Bgeexample the overview of
Mitev on this (Mitev 2005). ANT, which became a y@opular stream amongst
European researchers in the nineties, has beatizet because of the radical
(and innovative) move to grant artefacts the sarpdaeatory status as human
actors. First main contributors are the French RlicBallon and Bruno Latour,

and the English John Law;

O Social construction of technology(SCOT) — emphasizes the interpretative
flexibility which is attributed to technological tefacts by different relevant
social groups (RSGs). Initial concept was developedV. E. Bijker and T. J.
Pinch, their starting point being the most devetbpesearch of sociology of that
time. As this approach had a large influence onthmking, in Appendix 1 of
this thesis | give a more detailed overview of tdigection. SCOT puts less

emphasis on the process of social constructionN\is does.

Much of the above is also closely connected to watlfoapproach, theociology of
scientific knowledge (SSK) “which is devoted to unravelling the infightand
manoeuvring that go into the establishment of arddic fact” (Monteiro, 2000, p74).
SSK, therefore, focuses on social influences oensei: how scientific facts (which are
considered highly rational and objective) are dawetl. Collins and Pinch (1993 and
1998) discuss this topic in two very interestingluwees challenging several
experiments leading to justification of scientifacts.

SCOT and ANT transferred this focus on unravelting construction of scientific facts
to the opening of the black box of technologicdkfacts. Although these approaches
differ both theoretically and empirically, it is partant to note that they are
complementing each other (Bijker and Law, 2000}yl together give a hint about the

intertwined development of technology and society.
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These interpretive research traditions suppose tiatsociety influences, in some
stronger constructivist directions even definestd@hnology. This argument arrives to
the conclusion that technologies are fully deteedirby the interpretation of the
individuals. This extreme is called interpretivaedeninism — to follow the logic of the
term technological determinism (Orlikowski 1996,02). As | stated earlier, my

standpoint is different of this extremely interpvetdirection.

Having reviewed the theoretical background andctiesen paradigm, the next chapter

reviews the research design developed accordingly.
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4. RESEARCH METHODOLOGY AND

DESIGN

In general, we differentiate between two main tymdsresearch methods which
represent two distinctive ways of acquiring knowgedThe first type, the quantitative
methodology roots in the natural sciences andadus be considered as “the only”
scientific methodology for a long time. The othgpd is the qualitative methodology

which gained appreciation in the scientific wordrh the second half of the eighties.

4.1 Research tradition in information systems

research

According to the survey of Chen and Hirschheim (19p202) the most popular
gualitative methods in the field of information &8s are the surveys (41%), followed
by the case studies (36%) and the laboratory exjeertis (18%). In their earlier survey
Orlikowski and Baroudi (1991) found that 49.1% e$earchers used surveys to collect
data. The case studies took only 13.5% of all rebeand at that time 27.1% was
identified as laboratory experiments. Thus thedrsnows that the surveys continue to
be the most common tools to collect data, casaestigbt more in the foreground with

laboratory experiments loosing from their popularit

In the below table (Table 5) | summarize and byiefverview the single quantitative

technologies based on the articles of Galliers 11.9™Mumford, (1985), and Chen and

Hirschheim (2004).
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Quantitative

technology

Brief description

Experiments
(laboratory
[field)

The measurement of the precise relationship betwesn variables in a

designed, controlled environment and the resutésaaalysed with qualitative
techniques.

Field experiments are the extension of laboratoyeements into the “real

world” (Galliers 1991: p333), aiming to conduct tbeperiment in a more

realistic environment.

Their strength is that a few variables can be nregisdeeply and thoroughly;
the disadvantage is that the disregarded variahhesst never take zero value
in reality. (Orlikowski and Baroudi 1991).

Survey

Essentially “snapshots” of practices, situnst or views at a particular point of
time. Quantitative techniques are used to anahsie data.

It's strength is that large number of variables bananalysed and provides a
reasonably accurate description of real world $itua, generalization is less
of a concern; however reasons behind the results nat revealed and
respondents subjectivity brings bias in the res@Msmford 1985, Galliers
1991)

Models and

simulation

A given system is studies by generating randomates — this allows
modelling and analysing complex situations. Strenigt the possibility to
reveal alternative scenarios, disadvantages, signita the experiments, are

the extent to how accurately the simulated worllces real world situations.

Case study

method

Good way of describing real world situations aneridependencies usually in
one single organization Both positivist and intetjye case study method is
acknowledged (Lee 1991, Walsham 1995). Strendih psovide great amount
of details about the organization and the interddpacies — weakness is the
unigueness: comparability and replicability areissue (to gain data from a
statistically meaningful number of similar organiaas as Galliers (1991)

formulates).

Forecasting and

Futures researcl

d This technique is based on analysing regressiontmmetseries, therefore

nidentifying future trends based on past data. le field of information
technology it yielded useful insights about theistad impacts of IT (Galliers
1991). Its accuracy however depends largely ometbility of past data. An
other issue can be that it is not possible to ¢aeuvith unknown factors and

self-fulfilling prophesies.

Table 5: Short introduction of quantitative researt techniques (Based on Galliers 1991, Mumford

1985 and Chen

and Hirschheim 2004)
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For the methods reviewed above it is essentialigessary to identify, define and
guantify the right variables; in many cases congmups are required which are not

impacted; as well as the random samples and thetlhgpis testing.

Without any doubt, if we only use quantitative neeth we have to disregard the social
and cultural effects and therefore we assume tiatdality is neutral and objective.
Already in 1967 Glaser and Strauss point out tithbagh hypothesis testing is very
important, if we insist on the logic dictated bwatstical methods, our hypotheses can
become irrelevant and will not promote theorizimgdd on our data (Glaser and Strauss

1967).

Mumford in her excellent article (Mumford 1985) emagizes that laboratory
experiments are not suitable for researching huatiitudes and behaviour for it is

much more complex and more difficult to control faetors.

The fact that there are fields, relationships agwegal questions the answering of which
the quantitative methods can not serve, gave raorthé use of qualitative techniques

which suit better the studying of complex varialdesl human behaviour.

Quantitative research using mathematical and statisnethods give the impression of
‘scientific’ characteristics. It is important howery that we promote the acceptance of
gualitative research as similarly “scientific’ byet scholars. The promoters and
representatives of qualitative research made skeetoats to reach this acceptance and

they choose the termRelevance and Rigaduto label the road (Galliers 1994).
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As Kuhn (1970), as well as Guba and Lincoln (199ghlight, the paradigms include
not only the harmony of epistemologies and ont@sdiut also the harmony of the
methodology. Accordingly, for my interpretive resgal choose qualitative research

methodology.

In the following sections | present the most comiparsed research techniques and |

will introduce my research design.

4.2 Qualitative research techniques in the

current research

Since field of information systems was enrichedhwitew scientific approaches,
involving social processes and human behaviour iesearch next to the engineering
aspects, also the research methodology got ridten result of this opening also the

gualitative techniques got more accepted whicheflgrreview in this chapter.

| will review the qualitative research techniqugplaed in the current research as the
following: | will discuss the case study method atite ethnographic research

considering their advantages, as well as the daadges and risks involved.

4.2.1 Case study method
The case study method is one of the most wide dprearpretive research technique

with considerable traditions (Lee 1989, Chen andgtdieim 2004).
The case study method is a research strategy whmises on understanding the

dynamics present within single settings (Eisenhd@B9: p534). Case study method
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typically combines more data collection methodshsas interviews, questionnaires,
observation and archives. The collected data cahdyefore quantitative or qualitative

— or even bhoth.

In the current thesis | review the case study nuthoth amongst quantitative and
gualitative techniques as this research technadt@agyroots in both (Benbasat et al.1987,
Walsham 1995). Positivist and interpretive casedistu have, of course, many
similarities and differences at the same time. ithending paradigm brings the main

difference determining the data collection methods.

The case study method fits several objectives (baseEisenhardt 1989):
- description, exploration of phenomena,;
- theory testing;
- theory generation,

depending on what phase is the research fieldaaintbment.

An obvious advantage of the case study methodaisittallows a detailed exploration
of the researched phenomenon and therefore prowdgpsertunity to identify more
influencing factors (variables) (Galliers 1991).idls a very important aspect in the
field of information systems as this scientificlfiechanges fast and is very pragmatic —
consequently the researchers have to build a cédagonship with the research field to
be able to understand the complex and dynamicaliynging notions (Benbasat et al.

1987).
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Two further recommendations consider the appropaaswering of the posed research
guestions. Yin (1994) highlights that the case wtmethod is the right research method
if the researcher has less previous knowledge eok#y variables, the decisive factors
and the appropriate observation techniques. Behbasgahis colleagues (Benbasat et al.
1987: p369) mention that case study method is #s bhoice for a sensitive, very
pragmatic research focus where “the experiencebefactors are important and the
context of action is critical”.

These both criteria stand for the current resegretstions: on the one hand we have
scarce previous knowledge, on the other hand th#eemally existing “out-of-the-
system” solutions can only be solved through tleseslrelationship with the everyday

practices of the actors in the research field.

4.2.2 Criticism of the case study method
In many cases the existence of the variety of sasdy methods: both qualitative and

guantitative case study methods, as well as cas#iest with both inductive and
deductive logic cause confusion (Cavaye 1996).

An undoubted weakness of the case study methdeisrt most cases it considers only
one organization over only a certain time span. &her difficulty is to collect
comparable data from different organizations (@&dliL1991) — therefore the question of
generalization emerges.

Furthermore a necessary disadvantage is the laabibfy to identify the individual
effects of the single variables: any observatiom @aly be the result of all influencing

factors (Cavaye 1996).
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The above criticism shows directions for my reskdrc pay attention to and consider
the limitations of the chosen technique. In a laection | will discuss how | have

handled these during the data collection and aisalys

4.2.3 Ethnography
Ethnography seeks to understand the meaning ofophema that participants at a site

assign to the phenomenon (van Maanen 1979). lrogthphic research the researcher
can not enter the site with preconceptions andiguevassumptions and this focus on
facts have to be maintained through the phasestaf cbllection and recording. The

task is to interpret the data in the context of abserved phenomena and not through

the researcher’s own or some theoretical viewp@atvaye 1996: p 230).

Therefore ethnography is distinguished by theseadheristics not throughout the data
collection period but also the analysis, which tean not be separated in the case of
ethnographics. This method has a very strong roebnstructionism — which delayed

it's acceptance in the research of administratiganizations (Rosen 1991).

Ethnography is rooted in social and cultural anpbfogy, however it has it's reasons
for existence in the field of organizational stigdés the formal organizations have very

characteristic social networks (Rosen 1991).

The fundamental difference between case study rdetbgy and ethnography is the
extent to which the researcher immerses himsdieoself in the life of the social group
under study (Myers 1999: p4). The ethnographerbeacharacterised by his (her) fully

written notebook (Rosen 1991) which contains evehgnomenon and interaction
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observed or revealed. Case study method ratherthemsnderstanding of relationships,

the exploration of influencing factors.

The biggest advantage of ethnographic researchasin-depth and intense data

collection and the gained thorough understandinge(is1 1999).

4.2.4 Criticism of ethnography
The largest difficulty of the ethnographic reseascthe long time spent with collecting

the data and analysing the large amount data tedgdlyers 1999). Naturally this lot
of time and effort spent can also yield a lot —daample one of the best known and
most basic books in information systems researchasone titled In the Age of the
Smart Machiné from Shoushanna Zuboff (1988) which is a fruit loihgitudinal

ethnographic study with several new insights aberdependencies revealed.

The other essential problem of ethnography is asaw focus: critics argue that after
studying one single organization, one single celturo general conclusions can be

made as the insights are relevant only for thergesgvironment (Myers 1999).

A further interesting challenge is how long theemsher can stay truly objective,
focusing on sole facts while spending a long timéhe given (organizational) culture.
This question — the personality of the researcheaturally emerges regarding any
interpretive research technique and we have topadbe impossibility of being truly

objective.
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Discussing my own empirical research and data aigaly will touch this issue
considering how my own position and interpretatiaasa researcher could influence the

observations, the interpretations and the conahssimade.

| also have to mention the multi-methodologicalphuralist research. Mingers (2001),
or earlier Lee (1991) or Kaplan and Douchon (198Btuss this type of research
emphasizing that combining more research technjgbeg can complement each other
and therefore balance out the shortcomings. In amgeat research | have not seen the
necessity for applying pluralist research as tlse ctudy method offered a good fit with

my research objectives — to answer the researddtiqos.

4.3 The chosen research method

In this section | give a detailed introduction betcase study method, the research

method | have chosen to help answering my reseprestions.

Yin suggests the choice of case-study method ie tage are “posing ‘how’ and ‘why’
guestions concerning present event where the wrahas limited possibility to
control” (Yin, 1994). In my research | collectedtalan two different organizations.
Based on Yin (1984) and Benbasat et al. (19838)anly suggested to draw conclusions
from a single case study if the researched fiekkery new, or the situation is extreme
or unique. In any other cases it is suggested udystnore cases and relate, cross-
analyse the observations gained in the separats.cd$ie conclusions drawn from

research involving more case studies are morebteliand generalizable. This way,
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through the time | have spent in the two orgamweti | developed such an

understanding of the workarounds which helped ¢otifly and evaluate them.

To build the case studies | collected the data withlitative techniques (Walsham,
1995, Benbasat et al., 1987, Star 1999). Base8eanbasat et al (1987: p370) the
chosen qualitative techniques are suitable to ydek& which supports the answering of
the research questions:

- they enable to study the information system in agn, natural setting, learn
about the state of art therefore develop a closeaildd picture of the real
situation;

- allow the researcher to answer ‘how’ and ‘why’ duess — that is to understand
the nature and complexity of the processes, wisichnitical for researchers;

- is an appropriate way to research an area whichniger-researched and

therefore it is less known for the scientific pabli

Why do not | use survey methods like for examplene of the most valuable research
of workarounds, Petrides et. el (2005)? | am carednthat this phenomenon can be
best understood through getting very close to tteetme. As Schultze (2000: p4)

explains, in the case of such research decisiffewis focus on what people say about

what they do, or we focus on what they actually do.

Summarizing the above, | will answer the reseansdstjons through two case studies
built from data collected with qualitative technégu
According to the logics of qualitative research,ist not necessary to formulate

hypotheses as we are conducting an exploratonamg@seHowever, it is possible to
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identify pre-assumptions which can be supportecetmpirical data or refuted. These

pre-assumptions were discussed in chapter 2.208, 3.

In the next section | will briefly introduce the awcompanies and the respective
information systems implemented. For the sakearfgparency firstly | will summarize

the similarities and secondly, | will detail théfdiences between the two cases.

4.4 Research sites

Choosing the research site for the qualitative aese my aim was to identify sites
which will result in being able to answer the re@sbaguestions. Generally, qualitative
samples can be described as follows (Miles and Hhode, 1994; Bokor, 1999; Geleli,
2002):

- Small sample and embeddedness in the context ésdéasge sample and the

disregard of the context);
- Intentionally and consciously chosen sample (verandom sampling);
- Theoretically oriented sample (versus represerigtiv

- Continuously, step-by-step evolving sample (vemeasiously defined sample).

Taking into account the above, | conducted theareseat two different companies.
When selecting the companies | considered the bkighty important aspects:
- Excellent access to data and good relationship g members of the
organization;
- Possibility to spend longer time in the organizatio

- Operative ERP system implemented.
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Based on these aspects | selected two companie® wiveas placed (independently
from the research) for organizational developmengjepgts as an on-site consultant.
This position ensured the possibility to learn ahibwe systems, the processes and the
users — consequently, | had excellent access # @he possibility to spend longer time
in the organization was also given — as local ctbastiworking on the organizational
development project. Also both companies had amatipe ERP system implemented.
Although the organizational development project datdly overlap with the current
research questions, the users knew that my malnctascerns their daily work. This
fact probably influenced their behaviour and th&rnmation shared with me. This
reservation | attempted to dissolve with the datéection techniques discussed later in

more details (observation and focus group intergjew

Both companies can be described as:

- Hungarian affiliates of multinational companies ndaas such, the local
management is to report monthly certain financiatligators. The local
strategies can be defined locally as long as st tlie general global strategic
directions;

- Were founded as green field investments;

- Are in the middle of the supply chain: both comgarare suppliers of industrial
manufacturers (business-to-business);

- Internationally uniform ERP systems were introdutesgupport the operations

based on centrally made decisions;

In the below table | summarize the main differenbesnveen the two companies. To

respect the confidentiality of the data to be asedsand analysed and to protect the
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companies’ identity, the data are somewhat distorfdis is however not influencing

the purpose and the credibility of the researcthase are no relevant differences in the

data and the data regarding the information systeitthaot be distorted.

ALFA Company Aspect GAMMA Company
Jasz-Nagykun-Szolnok Hungarian location Budapest
county
2003 Year of foundation in 2006

Hungary
Sweden Company headquarters United States of America

Car component assembly

Supply chain services and

Profile )
inventory management
Hungarian Local top management American
11 million EUR Revenue (2007) 19 million USD
210 heads Number of local 40 heads
employees
AXAPTA ERP ORACLE
60 users Local users of the ERP 39 users
Sweden IT Support team India

Table 6: Overview of main characteristics of the reearch sites

Other companies which | contacted in this periodiwfe, or beforehand, were not

meeting all the criteria | listed. This way | hadot companies where the management

was open to let me conduct my research. Accordiniléin and Meyers (1999) the

research conducted at two research sites canexige iliable data.
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4.5 Systems investigated: integrated ERP

systems

At the companies | introduced above | examineditif@emented ERP systems. Beta
had Axapta, while Gamma had Oracle systems intredluSuch integrated enterprise
resource planning (ERP) systems are characterigéigebfollowings (based on Drotos,

2011 —emphasis addedE.B.):

* They serve the comprehensitracking and storage of single transaction®f
organizations and the productionrefular reports;

 They havemodular structure and modules cover the majority of standard
operative areas (e.g. financial, controlling, pasihg, production planning,
sales, quality assurance, etc. modules);

» They areintegrated, meaning that data is entered only once in théerys
ideally at the location and time of its formation;

* Real time data processing integrated automatisms help the tracking of
sequential events;

» Sold as pre-configured softwareandindustry specific parameterscan be set

up and programmed.

In summary, an important advantage of enterpriseure systems is their integrated
characteristic what enables the co-ordination afssifunctional activities and the
efficient information sharing throughout the whaeganization. (Stair and Reynolds

2008: p232).
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5. DATA COLLECTION

In the first part of the current chapter | introdube process of data collection executed
at the above research sites. This is followed byddita collection techniques in general,
and lastly, | give a detailed overview of the dietaf the research conducted at the

specific research sites.

5.1 Research design and data collection

techniques

On the figure of the next page | illustrate thegess of data collection and the timeline
of the research at both companies.
My main sources of data were observation and samntsired interviews which |

discuss in more detail in this chapter.
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Qualitative interviews are, as Kvale defines them “attempts to understaadwvorld

from the subjects’ point of view, to unfold the mea of peoples’ experiences, to
uncover their lived world prior to scientific explations“(Kvale 1996: pl). Differently
from everyday discussions, during a qualitativeermiews are not exchanging
experiences between equal partners but the inteevieand the interviewee have
different roles where the interviewee might havereply unprepared to unforeseen

guestions (Sobreperez 2006).

The advantage of interviews is that the participaiain use their own words and decide
about content and meaning — what is important ama@tws not told. Prescribed
categories and terms are not limiting, therefore #mswers as outcome are more
credible and valid. Nevertheless, the intervievgealle to ask further questions about
interesting areas or newly emerged issues or asédeper explanation for unclarities
or inaccuracies. That is why the research instraroémterview is very appropriate for

areas which are less researched and less theorized.

Patton (1990) identifies three basic types of datmhe interviews: the informal
conversational interview, the interview guide apmto (or as better known: the semi-
structured interview), and the standardized opefeéninterview. The first type
interviews develop from spontaneous questionsymndd discussions during field work.
Typically, questions are not pre-defined and theculsion is fully dependent on the
context, thus provides the opportunity to discouam-anticipated information.
According to their role, informal discussions sltbpromote the interpretation and the
amendment of the collected interview data — | d&eped to find new correlations or

phenomena.
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The interview guide approach requires interviewlio@twith prepared questions but in
this case there is opportunity to deviate from ititerview outline to discuss ad-hoc
guestions. In case of the standardized, open emtiediew the interviewer adheres to
the prepared interview script and has limited tidity to deviate from the standard list

of questions. Advantage is that the resulting datastandard and easy to compare.

A popular data collection technique is floeus group interviewwhich has its roots in
market research. One participant is the facilitatbo guides the discussion and aims to
bring attitudes, perceptions and emotions to thfase, which are resident in the focus
group participants (Vaughan et al. 1996). Certaitilg group characteristics have to be
preserved: it is not about asking more people instdbut to facilitate connections and

ideally there is interaction between the membetd@focus group.

Fern emphasizes that the task of the facilitatonase to define the topic and the scope
of the focus group session, instead of providing tstrict or non-productive
methodological prescriptions (Fern, 2001: p3). Tatstude helps to preserve the

uniqueness of each discussion.

Fern (2001) explicitly suggests the use of focusugr discussions for exploratory
research, as, according to him, this technique esy vappropriate for collecting
expectations and problems, for exploring the intioeause of the system [the existing

product], or for learning about creative routineseloped to fulfil missing functions.
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When setting up focus group discussions for datieat@n, | paid attention to invite
participants according to the process sequendeeocrbss-sections of identical process
steps.

For the current research | experienced focus gadisgussions to be very fruitful, as
colleagues working sequentially according to presdeps were listening to each other
and could always add complementing information speats to the story heard. It was
interesting to observe how the participants had bitleng the beforehand rather vague

term “workaround with meaning and sense during the moderated sison.

At both companies | conducted two focus group dismns. Consciously | selected
colleagues from the same hierarchical level ineogbparate groups: at both companies
| had one group with the managerial colleaguesofsddayer of the organizational
hierarchy) and the second group had members framthind organizational layer,

reporting to them.

Following the suggestion of Calder (1977), | scheduhe focus group interviews to
the second part of the empirical research to attmdvalid trap where opinions of the
single group members of the focus group influeraehether (Gibbs 1997). This way
in the first part of the data collection perioddimed knowledge about the most common
workarounds and with the help of focus groups keeded their judgement and the co-

operation between users.

The technique ofobservation enables to learn systematically and directly about

individual actions and behaviour and therefore alisc hidden phenomena. An
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undoubted advantage is that it does not build aegmal discourses or perceptions (as

for example interviews or questionnaires) but we @allect data in their actual forms.

There are two basic forms of observation: faaticipant and thenon-participant
observation The non-participant observer spends time amotigst organizational
members to collect data about their actions andebr — and it is obvious for all
participants of the research. In this case neither observant researcher, nor the
observed participants behave naturally during tesearch which fact has to be

considered when analysing the data.

The participant observer, although not doing thmesavork as the observed ones —
takes a (non-researcher) role in the situation i&tkn and Hammersley 1994) which

can be for example a part-time job. Throughout, tthie researcher has opportunity to
learn and record environmental, discover activitied attitudes of the research subjects

and hereby develop a rich and detailed understgrafithe situation.

At the same time we have to take into account thatresearcher through getting
involved in the context, connecting to the peopid &iendship circles also decreases
the amount of information through becoming part tbé formal and informal

organization (Berry 1979). This dynamics definitedgds to the loss of objectivity and

the ability of perceiving details with the interisaition of the group norms.

In the current research observation proved to erya useful data collection technique

at Beta company, where — being a manufacturing eosnp- physical processes and the

connecting routines are easier to observe. In édise of Gamma company, being rather
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a service providing company — | in fact had tongkt to the clerks to ask them about
what are they doing and why (with the exceptiontloé routines in the Gamma
warehouse where it was somewhat easier to obseutees). In summary, at both
companies observation proved to be a helpful teglnthrough helping to understand
the daily work of users and the process steps/aties of the system (through the

participant’s eyes) and the developed routines.

5.2 Data collection at the research sites

Below | discuss the details of the data collecabhoth Beta and Gamma companies.

5.2.1 Data collection at Beta Company
At Beta company data collection took six monthsaeetn the December of 2008 and

the July of 2009. During this time 18 semi-struetunterviews were conducted (initials
and job titles are listed in Appendix 3), two oditwshich were check-up (repetition)
interviews to clarify, check or refresh certainarmhation which | gained from other
interviewees or from observation. Every intervieiscdssion lasted minimally one and
a half, maximally three hours and | made manuaésiofThe manual notes enabled

drawing together, illustrating processes and ligksertain thoughts.

| arrived to every interview discussion with a list prepared interview questions

(Appendix 2.)

Next to the semi-structured, formally organizecemtews | gained significant amount

of knowledge from discussions during lunch, coffeaks, factory tours and talks
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during the travel to the countryside site. As ditthe observation | could ask questions
from operators (blue collar workers of the assentiblys) concerning interesting signs,
processes, methods and habits which | observeteospiot. The answers of the helpful

operators | treated as data as they were honé&stative and very pragmatic.

Field research was conducted during the re-impléatien of the company ERP system
therefore during all interview discussions we systtcally discussed the use of the old

system and the new system as well.

5.2.2 Data collection at Gamma Company
Field work at Gamma Company took eight months fidanuary 2008 until September

2008 during which time | conducted 19 semi-struatinterviews (initials and job titles
are listed in Appendix 3). The data collection @&hd organizational development
project were running practically parallel. Intewwees were openly discussing and
explaining the system use participating in the uBsons of the job descriptions. The
organizational development project aimed the emmgtit of jobs along the process
steps and affected the ERP system as well. At ¢égénhing of the research (project) a
typical user had access to one or two ERP modAlgst introducing the new, richer
jobs, most users started using 4 or 5 ERP moduilgs. enrichment was undoubtedly
welcome claiming that their jobs became more irsténg the additional responsibility

granted more overview and the feeling of more aintr

At this period of time 30-33 users used the ERResysObservation had an important

role: | spent 2-3 hours next to the selected ERErsusbserving their system use.

During the time spent together the intervieweesvansd the emerging questions. Most
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inquiries aimed at the objective and logic of certeps and their role in the process,
as well as difficulties and shortcomings of theteys Similarly to Beta, | prepared
hand written notes illustrating process steps dbasedescribing opinions and attitudes

of users.

5.3 Case studies

In this chapter | discuss the two case studiest Beta and then Gamma company: the
company profiles, their ERP systems and the restilise empirical research.

| describe and summarize the data resulting frot@rwew discussions, observations
and other data sources. When analysing the ddect in the next chapter, | will add
further details in a structured way.

The individual, or group level routines revealedindy the interviews can not be all
labelled as true workarounds. In some cases, thall ssolutions supported the
organization of the individual's daily work, in smal cases the coordination,
standardization or monitoring of group work. In mgsearch, | consider routines as
workarounds only if they are directly connectedh® ERP system: if they complement,
substitute or bypass it.

The names of the companies and all data whichtiselevant for this present research,
is distorted, the interviewees are anonym (witH neifials to preserve traceability) to

keep confidentiality.

5.3.1 Beta Company
Beta is a manufacturing company, branch of an maténal group, founded as a green

field investment. Beta’'s main profile is manufaatgrand assembling vehicle parts for

the order of different vehicle manufacturers.
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The investor sought the return of investment frév® ¢theap and still well developed
workforce, as well as the lower price level of theal supplier base. At the moment
they should not be disappointed as even duringcthreently challenging economic
circumstances the company is making profits (2010).

As more than 60 per cent of Beta’s costs are repted by inventory costs, the key to
success is excellent inventory management whichifiethe organization of efficient
(regional) supply chain.

At the time of data collection, 5 separate asserlids were in operation at Beta: all of
them assembly similar product families for the fewstomers. Beta had a revenue close

to 20 million USD in 2008, 142 employees in Hungdriye ERP system has 60 users.

5.3.1.1 Beta’s ERP system

Beta introduced the ERP system at the launch ofdiepany, being the second site to
use the system within the international group.

During the time of data collection the system hadrbused for 2 and half years. The
basic objective of the system is integrated processagement and the availability of
systematic reports — although the reason for systgmementation was a group level
decision to use the chosen system at all locatidasnationally.

Being the second site in the world-wide group immating the new system, the main
parameters and settings of Beta's ERP system tefléebose of the pilot company. The
headquarters expected the regular monthly reportmgnly financial and sales data,
already from the very beginning.

Theoretically the system is used by the procuremmaanufacturing, planning, logistics

teams, the program managers (managing customeirgegnts), the quality control

and finance groups. Only white collar colleagueghaccess to the system.
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5.3.1.2 System implementation and history

The first implementation of the system happenethatfoundation of the company. At
this time only one other site used the ERP systesting as a pilot project. This also
meant that there was no company-specific know-heavable about the use, settings,
advantages and challenges, risks of the system.

The international group choose the ERP systemdc&dli@apta (today called Microsoft
Dynamics AX). At the first introduction everybodwdh small or no experience with the
system, even on group level all specifications watker raw.

As Beta operates in the car manufacturing indushsy,standards are very established
and rigid. Nevertheless, any of the Hungarian clb@say companies working with

Axapta had no experience within the car manufacguindustry.

As a result of all the above, the first settingd parameters were not satisfactory: in the
case of cross functional transactions within thetesy, data created in one functional
area could not be matched to data created (or \@orkih) in other functional area. In
short, transactions were not cross-functional fieeting and not alive.

The managing director and the IT manager summatizmdeasons behind it as follows:

[0 Missing functions (surprisingly in a case of a nfacturing company, the
material management module and the capacity plgnmmodule were not
purchased, so all related processes were missing);

[0 Lack of professionalism and experience with theesys(IT professionals both
from the headquarters, local employees and comsltaupporting the
implementation);

0 Lack of preparation, documentation and trainingeghwere no descriptions,
user guides available, first “test” transactionsrav@nmediately live on the
system): The first test transactions were already loggedree transactions
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(S.T? project engineer), onWe have not received any [descriptions] on how to
use the systentH.l. Head of project engineering);

[0 Lack of funding to purchase new modules, developgseystem fine tuning;

0 Lack of top management attention: at the begintingglocal management did

not devote any managerial time to improve the sysiesolve the issues.

Not surprisingly, the system implemented with ssbbrtcomings was not really used at
Beta: the data were not reliable and the processefunctional. At the same time, in
the beginning working with small quantites mosttleé operations and calculations

could be done on paper, on a spread sheet or eseimjsomebody’s head:

.In the early days S.T pfoject engineer, a key member of the pioneer tedfrB.]
had an MRP system in his head. He knew by hearthnupplier which part, what
are the costs and prices and where the contaii¢Beta managing director).

The local public opinion was that the system issafule, completely unnecessary and
unimportant. It meant nothing else than an admigise burden from the headquarters.

Urgent purchase orders or the handling of otherepgtxans also required that the
pioneer team makes decisions influencing the pramluof that very day. In this era
they often had to use information not stored indy&tem, mostly owned by individuals:

~We had to sort sales reports per production uastsvell as per product groups but
such break of data were not available in the systémew all parts where and when
they are assembled, | entered it into the systemually, filtered it and put together

the monthly report like that.” (H.1.)

.In case of change in customer requirements théesyse-calculated the whole
production plan and the procurement orders. Runtkirggtook 3 or 4 hours. If we
did not want production to be halted for all thimd, we started to produce
something we knew we needed anyway. Once the neduption plan was

calculated, we quickly adjusted the productiondine

By now, we have learnt to run the re-calculatioergvevening as a part of the
weekly routine.” (S.T.)

In sum, the system was not able to support the riabt@rocesses either in
manufacturing, or in logistics, or finance. Accagly, in the company culture the norm
became that the use of the system in unneceshkargata in the system is not relevant.

2 In the main text | only use initials, in some b titles to keep anonomity. The initials of the
managing directors are not used anywhere. Theilistjob titles according to initials are listed in
Appendix 3.
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Understandably, the problems in connection with ifenthly financial close became
soon obvious for the headquarters. The regular nipfihancial close took every time
several days, the company failed the schedulednateudit, as well as the control
audit. Based on the audit findings the solution teasompletely re-implement the full
ERP system, from scratch. This decision was mate @dore than two years of the first

implementation.

An internal project team was selected to champi@siystem implementation: they had
a thorough knowledge of the processes and locaifggeand this knowledge enabled
them to define well the required functions and et optimal parameters. As the
managing director suggested, the workarounds usedthe first implementation were

used when defining the parameters of the new syatehthe new processes.

.| delegated the three guys into the project teming were here from the very

beginning and knew the system inside out.” — Bedaaging director

The decision was to rebuild the ERP system fronatshy followed by multi-loop
testing with parallel operation of the old and tiev system and then turn off the old
system. The project was based on two pillars: {dst,fthe setting of the right
parameters of the system, as well as building eprittht processes and (2) secondly,

clean the data in the system.

In more details it all meant:

(1) In case of all transactions it had to be (refijeed what data had to be entered:
what type of data every process shall contain. dijjective was to make every
process unigue, but only requiring data which maesse in every functional
area. In the system, these are called “dimensiahst: means how many and
what type of parameters describe incoming matemalech are processed

through the company processes.

(2) The base data needs to be accurate, uniqueddohdant) an maintainable.
For all these, all company processes had to beefieedl and their proper
operation ensured. Best examples are the pricesawf materials, or the
measurements of the single materials. The “Datanabg” project took one

and a half year (!) and involved all data storeth@&system.
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Defining the new system specifications, the projgam used several solutions —
workarounds — which were developed in the precedimpst three years. The company
members of the project team said that in many ctmese workarounds pointed at the
real requirements, the optimal solutions. In pcaEctit meant that they were readily

translatable into specifications.

.l do not think this messy start is a problem. When re-implemented the
Axapta system, we exactly knew what specificatiorsreeded.” (H.1.)

From February 2008, as a result of the re-impleatent, the ERP system provides all
data for all calculations. This also required angigant change in the company culture
in the attitude towards the system and its uses Tiange was the result of the
persistent and consequent decisions and actiotie ahanaging director. These will be
detailed in the chapter titled “Controlled useltd ERP system”.

5.3.1.3 Workarounds at Beta Company

The bypassing and substituting routines and trigleceding the re-implementation
were well known through the whole local branch. Blgestem was used only by a few
key users. An interesting fact, that due to the-satisfactory regulation of access rights
and user profiles all users had system administiateel rights to all functions. An
other example describing the situation well, tiat internal audit revealed that five out
of the six quality engineers did not have acceshdsystem, and the only user from the

quality team had logged in only once.

Following the re-implementation, the system use wegulated and monitored as
required. However, still several routines developedt to the system were kept alive

and even new ones were established.

In the following pages | describe the routines @mimg to the ERP system revealed
during the field research. | grouped the routinaseld on what the raison for existence
is behind or, what is the essence of the giventioesc The group limits are somewhat

blurred, the workaround types are often mixed.
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Using spreadsheets and database management softwa(EXCEL,
ACCESS
The most common and most obvious software usednaplement, or substitute the

system functions are the spreadsheet managemegiapr®. This software is in most
cases the Excel from Microsoft.

One interviewee formulated it sayingzxcel is a key tobdl(S.T. project engineer), or
the managing director started off our interviewinak

,Can you measure the success of the system imptati@nby counting how many
Excel spreadsheets are used at a company?”

Most users mention using Excel when filtering odeying data. Users with more

knowledge of the software use pivot tables or ctaktes for calculations.

In the times of Beta’s first Axapta system versialmost all reports, calculations or
analyses were prepared in MS Excel. Excel prodadlexhles reports, cost calculations,

cost estimations, and in general, all calculations.

The order specialists, the customer representataed colleagues in logistics and
manufacturing were all happy and open when tellibgut their small tricks, routines.
They also mentioned Excel as a key resource useadutiiple purposes.

As long as the produced quantities were low angt oné production line was operating
in the manufacturing hall, this was all possibleowgver, with growing production
guantities, more types of products, product vastiand assembly parts, the daily

with static Excel tables.

Inventory level, order management

As approximately 60 per cent of all company costsrapresented by inventory costs, a
key to success is a strict inventory managememgether with a rather flat use of
available capacities.

.Key is to keep the inventory levels very low asvrmaterials represent the main
cost factor. Based on our experience, the incoramgrs have an approximately 50
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per cent accuracy. This low accuracy would resulaivery high inventory level

which we can not afford.” (Beta Managing Director)
This was, to optimalise the inventory levels, thectuations in the incoming orders
have to be managed well. Sz. L. (program managesiyg six sigmaprinciples,
developed an ITO (inventory turn optimalisatiordléain Excel. Using a simple report
filtered from the ERP system, the ITO table usethemaatical and statistical functions
(norming, standard deviation) to flatten out theoiming orders and calculates more flat
procurement orders based on them. In May 2009, ptusess and the behind lying
calculations were presented in the quarterly Bddegting in the Headquarters and
ever since it was inaugurated as group-level besttioe.

When asking about it, the IT manager makes a shorark about it:

»They could have told me they needed somethingthie | could have helped a lot
with this table.” (Sz.Z.)

Since a few months, a more complex data base maneagesoftware, Access has also

became an important tool in the area of warehousing

Incoming goods, material moving

The warehouse supervisor explains:

.Before using this new Access database, we hadi fetets in the warehouse. This
means that the same parts are always stored aathe location. However, as we
had to put away more and more types of partsrésisited in very low efficiency.”
(T.G)

The Logistics manager emphasizes that one impoctéstion in the ISO TS standard
that all parts are individually marked and retrigtea This way all received items are
labelled with a unique batch-tag.

The other principle to be regarded is the FIFO@pile of cost calculation: the forklift

handler always has to pick the item which came &rgl deliver it into the production.
If the forklift handler makes a mistake, it bringemplications at the month end
financial close through the exchange rate residue.

»The more complex warehousing module in Axapta wduave been much more
expensive. This way we had to approach the IT depant to help us finding a
solution to this issue. This Access data base Itahg solution.” (T.Sz.)

Currently the process flows in the following way:
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(1) The incoming goods forklift worker enters the inaognitems in the system and
places it in the shelves. After this, he registeesgoods put away in the Access
data base: item number, amount and location stored.

(2) The picking forklift worker uses the list generatieg Axapta to see what is
required in manufacturing on a given day. Using FHeO principles looks up
the required materials in the Access data base dafithes the warehouse
locations. The picked goods are delivered intopttmeluction.

(3) If the full package was not used in production, theklift worker has to put
back the opened package into the original locadod use an “OPENED”

marker in the Access table (no exact amount isedje

In a reply to my question | learnt that Axaptatifl sBnportant in warehousing: it keeps
track of the inventory level of all materials. TAecess data base has the three main
roles:

(1) Simplify the daily work of the warehouse workers ,

(2) Use and keep the FIFO principle,

(3) Efficient use of the available warehouse space.

In our separate interview, the IT manager explénsie that this function does exist in
the Axapta and is in fact available for Beta. Hdsathat before the re-implementation,

this function was even used:

.FOr some reason this process in Axapta makes mesthe Finance side. The
problem is on the side of the evaluation of thestaxg inventory: even if all
inventory is used, the financial calculation bringsa residue. This is a bug in the
system: changing warehouse locations should not laay effect on the finance
side.

They [at Beta] stopped using this process as italaays just causing problems.”
(Sz. 2)

Setting up the production plan

Beta operates in weekly cycles, which means that didered products should be
manufactured within the given week. To organizegiauction accordingly is fully up

to the production planner.

LAxapta is able to schedule the customer ordersrdany to required production
time, or promised delivery time. However, there ave main shortcomings, which
make human factor necessary to set up an optirodluption schedule:
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O Axaptais not able to divide large batch productishich means, it handles
a 5000 piece order the same way as a 10 or 20 pidee.

0 Axapta does not know about raw material shortagées(Cs.L. production
planner)

For these two reasons the production planners teaveview the production schedule

calculated by Axapta. They check available matemath a connecting MS-SQL based
application calledShortage reportThis report is run every day and highlights which
materials are in shortage for the production scleedtor the day. During the 9 a.m.

daily operation meeting all shortages are discuss®etireviewed and the production
schedule is modified accordingly.

Finally, a paper-based Excel table is given evay w the shift leaders showing the
revised weekly production schedule.

Il. Manual data modifications

Manually deleting orders

Sz.B. material specialist explains the situation:

Lcurrently the larger customers submit their ordarsugh an EDI system. This is a
standard method in the car manufacturing induStngse data packages — according
to industry standards — contain two types of dfatstly the current (in our case bi-
weekly) fixed order amounts and secondly, a lommtorecast of the orders. This
data is directly stored in the system, they argyéwer, not reliable and we have to
correct them.” (Sz.B.)

The orders incoming through the EDI connectioncmenected to an experience based
mechanism. Orders regarding three parts from the kvgest European vehicle
manufacturers had proven continuously unreliableis Taused serious issues in the
inventory and order management areas. As the ogdentities are usually not
significantly large, the responsible program manatptermined an optimal safety stock
level based on historical data. The safety stod&rge enough to satisfy the fixed bi-
weekly orders.

Accordingly, the material specialist automaticallyanually deletes the order data
arriving electronically from these two customerga®ling these three part numbers.
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Using reqistered manual order forms

Ordering materials outside of the Axapta systemracessed through an other manual
process.

Beta uses a manual system with built-in contrahese cases:

~These types of orders are entered in a commordyg ixcel table which has pre-
filled order ID numbers. This order ID number frdne Excel table has to be filled-
in in the Word document which is the standard odd&ument used by everyone.
The orders outside of Axapta can be tracked wigsetunique ID numbers.

We do not only order indirect materials througts thianual process, but also some
direct materials like binding tape. We can not lye&bresee its usage.” (T.G.
warehouse supervisor).

The IT manager evaluates it:
~The registered manual order forms are justifigbben the business aspect. It is not
worth it to enter parts in the system which arelsaordered or are not standard
materials. The ordering of consumption control make are managed the same way
[a routine to be introduced below — B.E.], whiclalso justifiable.” (Sz.Z.)

Co-operation between functional divisions — “adpsdata to reality”

,A characteristic situation is when the quality trmfler finds a faulty item during
incoming inspection. In this case, he has to puhald the whole incoming batch
and it has to be fully reviewed piece by piece. fitileamount of this incoming item
has to be put on hold also in Axapta and theretbsystem will not calculate with
the amount on hold when planning the raw materiaad if the material is required
for an upcoming production, Axapta generates ahmse order for the material.
However, if part of the material on hold passes tésts, they will be put in the
warehouse on stock, where the inventory will beagessary high with the newly
ordered materials. | will be blamed for that...” (Z.®gistics manager)

Obviously, being responsible for the inventory leyehe interest of the Logistics
Manager is that the review of the materials hap@snsoon as possible and the amount
of useable materials becomes clear. However nbisalways a straightforward process:
there might be an extensive debate with the supmiethere is no available resource
for doing the large amount of individual measurargesting.

In such cases the upcoming request for ordersedeted manually for a while — as well
as the production plan is modified to postponepifzeluction of the given parts as long
as it is possible.

The IT manager explains that it is not a unigqueagion:

»upon the introduction of Axapta, there was no coonnvision, no co-ordination:
everybody was doing their own tasks and got somesvhnelependently from the
others. This was of course not functional and sitlations are the best triggers for
developing workarounds.” (Sz.Z.)
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Preparing picking notes

J.l., customer representative explains:

~We have to print a picking note to be able t®aske the delivery. It is available in
Axapta, however, the generated document on thehamel contains too much
information, on the other hand, the font size iy w@o small. The older fork lift
workers are not able read this document well it [General Manager E.B.] said,
to have it developed in Axapta, would be very expern so we collect all daily
deliveries in a single Excel table and the forkdifivers use this table to collect and
prepare the shipping of the daily deliveries.”.}J.1

Sz.Z., IT manager hears this issue from me, anchwamts as follows:

~Well, they really should have told me this — suwhall ergonomic questions are
really easy to solve.”

T.G., the supervisor of the warehouse has an ettanation:

~When | had asked Zlje IT manager E.B.], why can we not use font size 20, he
told me leave him with such requests, saying thatei use huge fonts, the report
will not fit on 5 pages.” (T.G.)

Manual modification of invoices

The manual preparation or even just the modificatibinvoices is strictly regulated on
the level of managing director. He explains thatteoran invoice is generated
automatically by the system and we know that theeldata are correct, we know that
the invoice is accurate. This is guaranteed bytltematisms built in the system.

There are, however, two cases, when it is necestaye able to modify the invoice
manually. One case is of course the handling oégtxans — which can occur in any
real production process. The other case, when tbblgm can only be solved by
manual modification, is the following of reversarsactions. Reverse transactions are
most often required, when for example faulty rawtemnals are assembled in a part. In
this case the product (which is registered in thekls as “semi-finished goods”) has to
be dis-assembled and all parts and materials remgairave to be “booked back”. The
materials, which can not be re-used, have to bertemed or scrapped. For this real
material flow process, there is no standard proceske Axapta system, so all these
steps have to be entered manually and calculated fo
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Modifying the date of receiving

An important entry in the supplier scorecard in ta& manufacturing industry is the
delivery-on-time. Consequently, the arrival datéeegd in the system for the incoming

delivery is an important detail for measuring sugapberformance.

T.Sz. logistics manager explains:

~The fork lift worker, who is putting the receivedaterials on the shelves, has to
enter the date of the real arrival into the systéhis is not necessarily the current
day's date.

In a few exceptional cases, when the delivery ates because of the fault of the
logistics company, the Buyer overwrites the dateaofval. This way we can
measure and evaluate the real performance of thieu” (T.Sz.)

Il. Entering fictional data, or modifying system data

Modifying system time

In the years of the earlier Axapta version in maages even the most basic system
settings had to be modified. The most common twicthis type was the modification of
system time. This step had a key role in threeasduns: (1) consolidating orders, (2)

pre-printing of documents and the (3) quarterlyimglcost planning.

(1) ,With the orders we had the problem that wimlest customers systematically
send both their bi-weekly orders and their annasgdast, we had some customers
who send a fixed order for two or three weeks amdat send a forecast.

In these cases we had to add a fictional annuardodtch into the system which
was based on historical data and information ofitiernational sales team. This
method can ensure that if we order material frorarssas with eight weeks lead
time, we can manufacture the standard amount shfd material order well within
time.

However, the system is not able to put togethercamgolidate the forecast and the
bi-weekly fixed orders, but the two amounts werdeatlup, and in many cases we
ordered the double amount of the real purchasereggents.” (H.1.)

The manual calculation, although obvious, but imgotigh risk of human calculating

mistakes. So the solution became the modificatidhesystem time.

~When running the calculation of purchase requiretsethe material specialists
changed the system time and set it to two weels. [&his way the system will not
calculate with the fixed purchase orders (whictotkgcally were already calculated
with 2 weeks ago, in case of continuous operatjandy with the pending orders.
This way we could ensure that all customer ordezsewiaken into account only
once.

We introduced that the system time is set aheady a¥ednesday after working
hours, only for the time this report is ran. Thbléacalculated is saved with the
actual date and loaded in the system. Accordirtheégarameters of Axapta, it will
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use the data base saved with the given [currei¢] when calculating the purchase
requirements.” (H.1.)

(2) The second type of requirement is when someideats needed to be printed in
advance. The classical example is when the prodwsssmbled in a weekend shift had
to be delivered immediately on the same day. Ia tlhise — for convenience and cost
saving — the office workers did not come in to wankly to prepare the necessary
documentation according to the strict process.

.In these cases | changed the system time on Fradi@ynoon and | put in the
system that the batch is assembled. This way kdcpriht the shipping note and the
invoice and the shift leader coud send the delieerthe weekend as necessary.

If there was any difference, we could modify it mally on Monday — after we had
checked if anything had been necessary to adjukeisystem.” (H.l.)

This is really occasional, a true exception hamdlirSince the second system
implementation the managers strictly check the wadkdeliveries — mainly for the

several sources of mistakes.

(3) Similarly, the change of system time is reqdiifer the quarterly rolling cost
planning.
~The system can not handle the exchange rate eiftas at different times; it can
handle only one exchange rate. This way, we folsedsblution for the consequent
cost plans for the quarterly planning, that theafice team enters the corrected
exchange rates for a future banking holiday (pbgsibt a weekend day, but a real
banking holiday). The system time is set for thasedwvhen the cost calculations are

run and the reports are calculated regarding ptagucolume and unit costs.”
(V.K. finance team leader)

These reports are saved in Excel tables and theorted into the special finance
software of the international group — this laspsgeactually the quarterly financial plan
itself.

»The system time has to be set back to currenhyncase after we are finished with
the calculations.” (V.K. finance team leader)

These tricks are always used only after 5 p.mthbge, who have access. At 5 p.m. the
working hours end and most of the workers leaventome.

When | asked about the change of the system tineelTt manager gets surprised and

says that he had never heard about it and doeswveot want to discuss itLét’'s not
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even talk about it, this is unacceptableVly slight persistence yields an answer from

him though:

.There are always exceptional situations, but & #xception becomes a rule and
becomes a systematic routine, that is a serioug.i84e have to consider that we
have serious problems, and we urgently have ti.fix

If there is an exceptional case, we have to usdr@omechanisms, consider

consequences and have a well prepared action\Marhave to save key data — but
not regularly!” (Sz.Z.)

Asking him whether the users could measure the glchanging the system time, the
IT manager replies:I"am sure they could measure the risks, they khevgystem very

well...V

Ordering consumption control materials

One of the most interesting, at the same time iaffic accepted workarounds
discovered is related to the ordering of the sdedalconsumption controlled”

materials. These are amongst others: wrapping rmBtelubricants, washers, standard
screws or other bulk materials.

For the procurement of this type of materials therea fully independent cycle

developed, so the inventory data is not stored m@wadhtained in the system. The

managing director explains the starting points:

.In Axapta there is a unit cost calculation, therefwe have to enter the amount and
price for every material used for assembly. Basedusage, inventory levels and
lead time, the system automatically calculatesptiechase requirements and our
material specialists systematically send orderdasethe generated purchase order
requests. In the case the indirect materials weehadmous inventory piled up.

What did we do? First we tried to solve this byl@img negative inventory level on
these materials. But this did not help the matespecialists to know when to release
the next order. Once it happened that we had  alcassembly lines because of
the lack of lubricants, and at an other time weladtowot ship because we had no
wrapping foil” (Beta managing director)

Finally, the solution was found: it started wittpaper-based list consisting of all such
type of materials. Now the inventory supervisor duty checks every Monday the
inventory level of the materials on the list, ahdny material’s inventory level is below
the calculated safety stock level, he notifiesrtiaterial specialists.
The safety stock level might vary per raw mateyiblg essentially we are talking about
visual signs:

0 In case of bulk materials (for example washersp&rscrews) there is a

red buoy built in the corner of the storage boxeasce the buoy is

visible, a new order is necessary.
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0 Similarly for the lubricants, there is a red linaigged on the storage
box’s side. Logically, if the level of the materialbelow the red line, a
new order becomes necessary.

[0 In the case of wrapping material, there is a meamsant pole fixed next
to the storage box. The height (or to be exactldbk of height) of the
pile of the wrapping material is the sign for auieed new order.

[0 Some liquids are stored in barrels; in this cageniimber of remaining
barrels will sign the time for a new delivery, sansse with the roll of

tapes.

~We calculated the signal positions based on thd léme and the speed of usage.
We were experimenting, but based on the experiehoar material specialists, the
first guesses were already quite good guessestd (Banaging director)

In the case of these materials the material spsisiainanually delete the upcoming
purchase order requests generated by the systerwhaBe orders are only released
upon the information of the warehouse supervisbine(material specialists work with

the same list as the warehouse supervisor.) Thessoare not released through the
Axapta system, but an Excel table is sent to tipplsers and they deliver based on this

data.

.The fundamental idea comes from the kanban systethe Managing Director
explains. The basic difference is that for the aadtulations and the completeness
of the BOM we have to have data in the system,eni€ operation of the kanban
system can be harmonized with the ERP system.’a(Betnaging director)

V. Operating a KANBAN system

»The kanban system is an industrialized workarouf#ta Managing Director)

The responsibles for the operation of kanban systenthe production planners who

(interestingly) report to the Logistics Manager.

.The kanban system is better able to follow thdifyeas the ERP system: the
discrepancies are smaller and last for a shorténgperhe ERP system is accurate at
a weekly level; this is then the “sensitivity s¢até the ERP. This means that all
data is accurate at a weekly level only.” (Beta 8ging Director)

T.Sz. continues:

It is much easier to put together and follow alglar even an hourly plan (for
example a manufacturing sequence) in the kanbaensy's

It is important to note that the Axapta system usctionally able to schedule the

manufacturing at daily or even at hourly level. Hwer, for this accuracy much more
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dimensions [parameters] would be necessary to datea single transaction. This,
similarly to the first Axapta version, would makeetidentification much easier, but at
the same time to run the processes cross-funcilyorwaluld become more complicated.

T.Sz. explains:

.Based on B.'s the managing director -E.B.] decision, the operation of the
integrated processes is more important than theraiecplanning. We can very well
replace the planning with the kanban cards, wherecan visualise the items and
volumes to produce. Accordingly, we have put a mogning table in front of each

assembly line where the weekly production planssalized with kanban cards.”

The production planners have to regularly syncla®tihe ERP system and the kanban
cards. The company management appreciates very amecbontinuously improves the
kanban system. At lower hierarchy levels howeveéheo factors, mainly the work
orders, are defining the daily tasks.

.The kanban system is important only to me andtf, others deal with it only
because we monitor it. Maybe if | would not payeation for a week, | would find
the last weeks'’ cards on the tables.” (T.Sz. Laggs¥lanager)

V. Complementing software

As one of the key competitive factors of Hungarthis cheap workforce, it is a regular
task to relocate assembly lines here and starh@mtoduction. H.l. project engineer
explains that “external” software is necessartlfies task:

»1he single entities of the international group eekatively independent. This makes

co-operation quite difficult, additionally, the ElcAxapta versions have different

parameters set up. We often experience difficultiben we need to take over and
set up the data base connected to the actual adgsémelbback home. In the case of

complex data bases we save the Axapta data baseséparate data base and we
upload it into our system. In the case of less derdata, it is possible to use the
central server for the movement of data.” (H.l.)

Since Microsoft in 2002 bought the originally Ddnidxapta (today the software is
available as Microsoft Dynamics AX), several aduditil applications are available on
the market. One of such applications is ATLAS XLhi@h grants access to the data
base behind the ERP system and therefore enaldegetieration of ad-hoc reports,

which then are exported into MS Excel.

» ATLAS, which is currently introduced at group Hyis able to produce reports
based on the Axapta system data, can generatetabidss and pivot tables directly
from the Axapta system. This is a very importadpHer us.” (Sz.Z. IT manager)

MWhat else is important, that there is a softwarckage for following the
engineering changes. The Swedish engineering gi®ugupervising the design
drawings of the single parts and they can apprbemges. If there is a change in the
BOM, we have to immediately apply the changes im purchase orders. The
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Swedish team sends an email and | run the changegth the BOMs stored in ERP
system” (H.l. lead project engineer)

The comments of the IT manager

Sz.Z. IT manager was hired just when the Axaptéesysvas re-introduced. He later
got promoted to the global responsible of the ER&tesn which granted him a very
wide overview of the system and its internatiorsd..LHis comments and explanations —
just as well as his naturally unique viewpoint 4pkd me in many cases to understand
the interdependencies. In many cases he couldgnee avith the “easy way” how users
used the system:

.l never understood: Beta being a supplier in theindustry and the engineering
changes are documented very accurately, but ifhémytis changed in the ERP
system, nobody cared about its consequences.”

He started our conversation with the following sta¢nt:

»The main source of problems at Beta is that th&t fmplementation of the system
was done without professional support.”

Sz.Z. explains that the evolution of workaroundstn® ERP systems is a natural

phenomenon and in many cases this is the ratiosiz: s

,As a consequence of the first implementation, heobody really trusted the
system.

It was important to convince the users about thatsystem is reliable. First time the
system was launched without testing. The testingnisimportant tool for user
enrolment.”

In the case of ERP systems the templates are satteiqmationally, at group level,
consisting of the standard processes, howevertheoprocesses specific to the single

countries.

~The ERP systems work with standard processes tmdiard reports. It is normal,
that the system is not able to fulfil all user resgs. | can understand if everybody
wants to see everything in individual set ups,ibsbmebody has a sudden idea, he
or she should use Excel or a workaround.”

Asking Sz. Z. how it is decided whether the workara or the system adjustments are
the optimal solutions, he answers the following:

LIf the given report or function is regularly nesasy, it has to be developed within
the system. The costs of such developments aret@lse taken into account, and
the return of the investment. There might be alwatangible benefits, too.”

Discussing how user’s requirements and ideas cdmuitien the system, Sz.Z. tells the
following story:
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.There was a big resistance when | introduced dhange request formsSuch
forms had to be filled in for every request theghthe current state as well as the
required state had to be described and a busieessr detailed. This was very
unpopular, because they were unable to give busiressons, in many case even
unable to describe what they really wanted.”

Here | had to ask if he knew the workarounds | teagaled.
.| did not know the most of them. | was not invalvie these solutions, even though
| asked them to do so. Although | was involvedhia thanagement meetings, there
only the key indicators were discussed and notdmnge requirements. Process
changes were discussed at other meetings andrtkesereally reached me.”

The IT manager summarizes the situation as follows:

.Generally those who have not worked with othertesys before are satisfied.
Those who know other system are not really happg gpeed is often problematic,
which has several reasons. The Internet bandwidéd dor data transfer is not
enough, so the system is often very slow. An oteason is that due to a faulty
development, often happened that the databaséogktsi and the system gets very
slow — even seems to have frozen. The user interfaguite good; | would say the
system is user friendly, although we had to havefloew developments.” (Sz. Z.)

Asking Sz.Z. to evaluate the system, he is ratbstitipe.
.Part of the truth is that Beta uses an Axaptaigarrom the Stone Age. Several
functions are missing which had been developedaaldeéd. This version is not even
supported by Microsoft anymore. The new versiomugh better.” (Sz.Z.)

He also adds that the mother company have beeniptato change the system since
several years (they would like to change to SARB),this investment is prolonged due
to the economical crisis — and they also do nobhda the old system anymore.

.In many cases the user does not use the systemiktre given functions would

be available.

Worst is that the management oversees it. Theyllysaecept it, because they do
not know — but if the colleagues are claiming ttiely have too much work, it is
worth to think about whether they use the systd®z.Z.)
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In the below table | summarize the user workarowndsting next to the ERP system |

have collected during the field research and intced in the above chapter.

Type

Routine

Spreadsheet or data base management (M

UJ

Inventory level, order-optimalization

Excel, or MS Access)

Putting together the production plan

Putting away material, material movement

Manual data adjustments

Deleting orders manually

Preparing registered manual order sheets

Co-operation between functions — adjust

data to “reality”

Preparing picking note

Changing the date of arriving goods

ng

Entering fictive data or modifying system

data

Changing system time

Ordering consumption control materials

Operating a KANBAN system

Kanban system

Complementing software

Complementing applications connected to

system

the

Table 7: Summary of user routines found at Beta Copany
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5.3.2 Gamma Company

Gamma was founded in 2004 as a Hungarian branch wbrldwide multinational
company. Gamma’s main profile is supply chain sohg provided for large OEM
manufacturer companies. Gamma’s net turnover aadntimber of employees have

been steadily growing since 2004.

As a result of being a trading company (with soméitional services), a large number
of transactions are conducted every day, mainltherside of procurement, but also on
shipping to the few customers. The individual bgykave to execute minimally 250,
sometimes more than 1000 transactions per weekmeglie focus of the colleagues is to
process the transactions within the ERP systenrdirgpto the prescribed process. The
company also offers some additional services amdijtpackaging or quality inspection

related services.

5.3.2.1 The ERP system of Gamma

Gamma introduced the mother company’'s ERP systeracl®© The company level

partner for system developments is an Indian comgpart of an outsourcing deal),

where a dedicated team of software developers feoréamma. Gamma has also an IT
team whose main task is to harmonize the developmereds and to improve

communication between the business side and thelafewent team. The continuous
and intense development activity results in anguapproximately 35-40 smaller or

larger solutions by the external development team.

With one exception (the HR), every employee usexclBrfor their daily work.

The below figure illustrates well that executingeevthe most basic transactions require
the close co-operation of all company functionswadl as frequent communication
(Figure 5). The guaranteed and expected high leveérvice, the optimal timing and
the continuous communication of up-to-date inforioratowards the customers are of
key importance.

The handling of exceptions (most often an urgerdgroextraordinary delivery, or a case
of a lost item) requires a very intense co-openatio
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To satisfy the customer needs, a normal transatdi@ws the following path:

New customer Creating part Ordering the Receiving Quality
order number in the part incoming inspection
system goods
Sales team Strategic Operative Warehouse Quality
sourcing buyers operators engineers
Storing the FF:Z';:‘T('&% Invoicing Booking the
item ' incoming sum
> > shipping > > e]
Customer X
Warehouse representativ Finance team Finance team
operators es and
warehouse

Figure 5: Basic process and the connected data flow at Ganancompany

To ensure the co-operation, there is a weekly mgdtr all the teams, as well as with
all supporting departments where all the indicatars reviewed. In this so called
Operations meeting all information related to utgenexceptional cases is discussed

and the status checked.

At Gamma the finance team is a culturally differasér group. The harmony between
material and finance processes is inevitable smfesation team has a very close co-

operation with the finance team.

5.3.2.2 User routines existing next to the systenh @Gamma Company

The development and customization of the ERP sygisoneeds slowly, constantly
priorities have to be chosen between requiremeitsordingly, there are numerous
complementary and bypassing routines used regudaBamma Company.

As the IT manager explains:
,On the one hand, our development team is slow,thay are not the best ones

either. On the other hand, Oracle has also shomgsn Some of our basic
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processes are missing. A system of this level shaalmy opinion, contain much
more processes by default. Instead, we have torgally a lot of money for

essential functions.” (N.L.)
As an other reason, N.L. points out the following:

Loracle is not really good in reporting. Not ordyr development team is slow,
but this function is not well designed. You haveetter manually the filtering

options, which are on separate tabs.”

Additionally, the type of the business Gamma inndailso requires an emphasis
on exception handling — this is of key importanoe the satisfaction of the
clients. This company is a service and trading amgpa delivery accuracy of
95-99 per cent is guaranteed for their customeeni@a’s managing director
explains the speciality of the business:

»You might have a service level 99 per cent, betd¢hstomer will not be satisfied
if you are not helping them in the urgent casesth@rcontrary, you might provide
a service of 80 per cent accuracy, but always sthleespecial and urgent cases
quickly, he will be very grateful and you get newusimess!” (Gamma managing

director)

In the following sections | introduce the routinevealed at Gamma based on the
explanations of the users. | have to note thatinternal language at Gamma uses
several English words — following the terms of QecaExcel or the company’s

performance indicators.

Workarounds at Gamma Company
At the local company the most common complementaoy is the Microsoft Excel

spreadsheet software. There are some tables whechsad by everyone, while there
are pairs who work together, so they share the daime and of course, there are
individual tables, too. In the following sectionidtroduce the regularly used Excel
tables.

Open order report

This report is one of the most important tools. €ssence is summarized as follows:

.Every Monday the buyers make a report reviewing dpen orders which is then

exported into an Excel table. This report is sameal common directory, anybody
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can access it. We use this table to follow up thenoorders.” (P.A. customer

representative)
K.A. buyer adds the following:

»The Open order report is open the whole day l@arything happens, | enter it or
adjust the data.” (K.A., showing the sizeable sgshaet)

The report is gained from Oracle, and transformetb iindividually marked
spreadsheets with big routine: for example with hie¢p of functions, individual tags
are ordered to every line of every order. Aftestiwith the help of the VLOOKUP
function, they enter the supplier of the part (frtha later introduced Costbook).

A.E. customer representative shows the table:

LAny action, update is entered into this table:tigaarriving in email, or the
number of the delivery dispatched, any deliveryinfation, or quality related
documentations, where they are stored — anywaythemgy what might be

necessary related to that very order is stored’here
B.R. customer representative admits:

Loracle is accurate one time every week: Monday. pthis is the time when the
line manager runs the report checking if the dataertered into the systerE.B.]

otherwise the whole week | am using my own Operligt.” (B.R.)
A.E. of the same topic:

.If we would not have the Operations Meeting on Maw, | would not even load
the data into the system. The Oracle is slow arahInot filter the data.” (A. E.).

Also this table, managed by the Buyers, is openethé Customer representatives if
they need any information regarding the incomingaso

.l am not using the Oracle, because | know that ¢Ajers all the information in
the OOR and here is where | will find what | neédhie Customer is asking.”
(A.E)

All the tables can be filtered according to evespext, so the Buyers have very quick
answers they receive regarding the status of #masit let it be about the location, the
supplier or the payment status of the invoices.

Individual users have developed further methodseéntable to support their own work.

The most commonly used is the colour coding.

»This is important, because in peak times, like lnench of a new program, you

might have to deal with 1000 or even more open rerdé the same time. It is
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much more transparent if you use the colour cadesn find very quickly what |
am looking for.” (K.A. buyer)
P.A., B.R., and A.E tell me what characteristiesythisually code with the colours:

[0 Parts arriving on the current week

[0 Means of transportation (ship / train / truck //azontainer)

[0 Per continents of origin

0 ,Received”

[0 Problematic orders — the red colour always mearablpmatic issues”.

N.L. IT manager has a negative opinion about cotmating:
. think it is not smart to use colour coding besawou can not filter the data per

colours in our Excel version.”

K. A. buyer explains further:
,Lopen order report can also be used for the suppbenmunication. | filter the
lines of the weekly open orders of the given sugpdind | send the status to the
representative. The nice ones just add the statos/ttable and send it back. The

less nice ones | have to call the whole week tamlahout the status of our orders.”

The buyer can not check the “reuired date” in tygtesn (the date when the customer
needs the delivery), because this information @est in a different module of the
Oracle and buyers do not have access to that omdielEphone or Skype instant
messages were used to get this information, but the@wseating was re-arranged, so
Buyers and Customer Representatives are sitting toegach other can easily discuss

such questions.

POR list (Purchase Order Requisition)

In the Oracle system the customer representativies the customer orders. The system
then generates so called Purchase Order RequsifR@R), which are visible for the
buyers. The rule of thumb is that from every PORuachase Order (PO) has to be
generated within 24 hourd. This would mean thatyeday there is a different POR list.
The reality is of course very different. The ddfl®R list consists of generally 120-150
lines and approximately half of these are not new.
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At the time of this research F.Sz. buyer is resjimdor preparing the POR table. He
helps me understand the table and the process:

.In Oracle every morning an inventory planning altfon is ran which practically
consolidates the customer orders with the openr dirtes, the existing inventory
and the goods in transaction. Based on this calonla POR list is generated and
I, using this, have to prepare the POR table er@mning by 10 a.m. in Excel. We
need this Excel table because the POR list availebOracle is not usable from
many aspects.” (F.Sz.)

K.A. explains:

.l can not see in Oracle when the customer neeglstéms ordered. Maybe the
supplier has them on stock and | can take thosd, i urgent. But Oracle
automatically adds the lead time stored in theesysand calculates the suggested
promise date which we can communicate to the Custofracle makes it much

more complicated.”

The Buyer responsible for the POR list puts togethsingle report containing all the
PORs from the system and the raw data can be eagityted into Excel.
The Buyer in charge follows the following stepsiwibhe Excel table:
1. Inserts new columns necessary for the daily work:
a. Further data is added: Unit price, Currency, S@opénd
b. Comments;

2. This is followed by a VLOOKUP function to fill-irese newly created columns
from the Costbook of the previous day;

3. Also using VLOOKUP, from the previous day’s PORI¢athe Comments fields
are transferred to the new table. The lines whiehfar some reason not found
by VLOOKUP, have to be filled manually. There arermroutines to make it
faster.

4. Colour codes are added:

a. GREEN: ordering for safety stock;
b. YELLOW: the Buyer has pending action;
c. RED: strategic souring team has pending action;

5. As a last step, the Buyers sit at F.Sz.’s compatet filter their order lines,
where they add the status of the given items (amgézithey know them by
heart).
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The finished table is then sent to everyone viaa@:rRractically, for the procurement

side this table defines the daily work.

In the beginning, to execute these steps took 4tutes. By now, after nearly half a

year, F. Sz. is proud to prepare the table in 2@utes.
.| learnt countless tricks and settings from (K.jhd (P.)A., but this column
[proudly shows column]fvas my idea. This is an IF function related ttuom E

and | managed to shorten the preparation time mjnbites!”

The IT manager adds to all the above:
»Having this POR table might indicate that the sgstdoes not work well, but in

fact, this is the question of the inventory plamnimethod you choose. For what

Gamma has chosen, this is how it works, can ndobe differently.” (N.L.)

Sales Order (SO)
The customers send their orders in Adobe Acroles, for via fax, or e-mails, which all

have to be entered in the system.

~We like it more if the orders arrive in Excel, laeise we can immediately edit
them and we can use the uploading macro which leidsew orders very fast,

even the very large orders.” (A.E.)

Getting orders in Excel is however very rare. Galter(with small individual
differences) the incoming orders are printed, theall Gamma data is written on it

manually (order ID, value of order) and they atedfiper customer in folders.

»This way we can easily find the sales orders. $ymem is unbearably slow, and
it is not efficient to search the attachments oagmmessages, or fax messages. It

is also easier to enter the data in the system fhenpaper on the table.” (A.E)
I have only one monitor, so it is easier to see paper sheet in front of me while

entering all data in Oracle. This way | can easdynpare if | entered the correct
numbers.” (B.R.)
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Costbook

Two young engineers are working as strategic sogrengineers: T.B. and K.G. This is
also a “fast” type of job, but the atmosphere isy\good in their office. They also feel
that this job is important: the prices they getrirthe suppliers define if the company
can stay competitive or not...

The young men explain that they are responsibleof@ of the most commonly used
solutions which are outside of the Oracle systehis TS an Excel table containing all
prices, nd key information on items as well asliisic data of the suppliers.

This database is strictly confidential. T.B. stgatesourcing engineer explains:
»The Costbook contains everything we have. Thiatiere we save the supplier,
the price, the trade terms and all important tezdirand trading information what

is related to every single part we are dealing With
Not surprisingly the unit price is the key infornat.
.The data in the Costbook is the valid data, yoweneuse the Oracle.” (K.G.

strategic sourcing engineer)

Accordingly, only two employees (and the managimgador) have editing rights to the
Excel spreadsheet and read rights only those, wit@ibe work requires it. At the time

of the interview, the spreadsheet contained 54&sland 18 columns. The file is to be
found on the local common server, the data is oantisly updated by the person in

charge for it, and the current version is archigeady.

The prices have to be looked up in the Costbookefeery single transaction and
manually entered into Oracle. Oracle is currendy able to store the prices as required.

The reasons behind it are numerous:
»The prices are given in 6 or 7 different currescmd, of course, we also give our
offers to our different customers in different @mcies. Also many issues are
caused by the difference of the unit of measuremeadditionally the exchange
between metric and imperial measurements is alveaysssue...” (J.R. Sales

manager)

Consequently, the Costbook provides the basic fatavery calculation where parts

are matched with suppliers or prices. In thesesaseays the archived version of the
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previous day’'s Costbook file is related with a VLRQP function to the given

calculation.
The Costbook got infamous:

.Last year Bomebodywas dismissed because of the negligent handlintpe

Costbook. The spreadsheet collapsed and for daysowld not use the table and
we could not tell the prices of the items. Of ceutmck then we did not have
regular archiving and we could only find a very sltsion. Even after months we
had piles of problematic invoices sent back toRlmance Department. K.G. had to
spend several weeks with setting up a working waragain — and we introduced

daily archiving.” (S.R. Sourcing Manager)

The sourcing engineers use external software ds wel

Storage of scanned documents

K.A. buyer explains the main points of the procueetrside:
,On the one hand there are the technical drawiwgsiise them when we procure
the most parts. On the other hand, [Sz.]T. anddaim use them for the incoming
inspection.”

A.E. customer service representative explains tistoeners’ aspects:
.Many customers require quality inspection docuragohs for certain parts. We
have drawings which are prepared by our team, leutather try to acquire them

from the suppliers and attach it to the shipment.”

N.L. IT manager was leading the project which licikke external software to Oracle.
.In both cases it is important that the technicatumentation is fast and easily
retrievable. Oracle is not able to link a docurmerd single transaction so we had
to find an external solution.

The next challenge was to customize this exterofilvare. This was a rather
expensive adventure and | had really a lot of leassth the Indian team [the
Oracle Support team — E.B.]. At the end, we addedvafield to every data block
where next to the part numbers the storage locdboof all related documents is

stored.” (N.L. IT manager)

Manual steps in the warehouse

In the warehouse | have revealed more steps whiehegecuted manually by the
warehouse operators. One warehouse clerk tellsoogt ane of the oldest workaround:
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-.this is how we have been doing it since a ltinge — and this is how it is best,

otherwise we would really loose track.” (P.J.)

If parts are received which require incoming qualspection, a label should be
printed. However, printing function is not availeabh the receiving modeule of Oracle.
P.J. explains:

.For example there are parts which are new to oarethwouse, or we have
customers who require all deliveries to be insgkcte

In these cases we put the parts to be inspected@parate category in Oracle [he
is showing on the screen a pull-down menBAMPLEY and they remain there
as long as the inspection is not done. For thegesbthe warehouse clerk on the
receiving side has to write a label manually. Talgel contains the part number,
the count of the items, the short name of the pad the date.” (P.J. warehouse

operator)

As it is much slower to write a label manually asptint one, this action might even
cause delays sometimes. Mainly when an urgent efgliarrives, the incoming

inspection is required and it has to be shippedvigdiately” to the customer.
,Of course in this case the office people come herthe warehouse, stand here
right next to me, and if they can, they help, sdelivery can be shipped as soon

as possible.” (G.F. warehouse operator)

An other manual practice exists in connection wlih storing locations. At the time of
the research, a comprehensive project was runnirtigel warehouse aiming to change

from static locations to dynamic locations.

»1he more advanced warehousing module of Oraclerg expensive, so we have
to find other ways to improve the usage of thetiocs.” (N.L. IT manager)

At the moment the system is under development, sohnmore manual actions are
necessary, but — if everything goes as planneder #ie current developments still
several steps have to be done outside of the system

.Let’'s say, beforehand it took ten minutes to reeghe goods in the system, now
with this manual writing it takes twenty! This takeerribly much time and if we
are in a hurry, we are not even writing it dowrnope we do not get checked...

[He laugh$’ (G.F. warehouse operator)
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One of the manual steps which had to be introdbeeduse of the changing to dynamic
locations is related to the ISO standards systeotodling to ISO standards, all

locators have to be tagged with a label contaitiegactually stored part numbers.
»currently, these labels can not be printed froradl¥, so we have to write down
the locator’s number and the part number on a mépaper and we stick it on the

locator shelves.” (P.J. warehouse operator)

An other, more complicated solution outside of $ggstem helps to determine in which
location the incoming goods should be stored. Dieations can only be chosen from
the non-fixed ones in this transitional period.this solution, the warehouse operator

who knows the most about the system, from timénte puts together an Excel table.

~--This Excel table is merged from two differenta®le reports. Oracle does not
consider the locators with zero pieces as empty.irfBa separate Excel table |
filter the locators with zero amounts, and | deléte zeros manually from the
system. | export it into a new Excel table andihfpthe page.dee Figure §. This
way we have the list of empty locators for a fewdagain.” (P. J. warehouse
operator)

The receiving warehouse operators use the list thithempty locators and they choose
the empty locators from the list to store the iteththe empty locators on the list are all
used, they ask P.J., who again lists the emptytdogand puts together a new list for

use.

The warehouse operators choose from the Excel-béstedf empty locators. They
know by heart which area is reserved for which @ustr — and also that for which
customer the received items are ordered. Afteinmguthe new parts on the shelves, the
second column gets filled-in manually (Figure &)ddhe fully used paper sheets are
filed.
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R3.01.08.05
R3.02.05.01
R3.02.06.02
R3.02.07.03
R3.02.07.04
R3.02.08.03
R3.03.02.01
R3.03.03.03
R3.03.08.01
R3.04.06.02

L #d

J—

Figure 6: Manually filled table of locators (Gamma

»The kits are a bit of challengesHese are tables of parts prepared by Gamma
E.B.]. The items ordered for the kits need to hiaxed locators next to the kitting
area.” (P.J. warehouse operator)

,In Oracle we could solve this so that with a seftof a parameter the locators for
kitting parts must not empty. This way the Oraatwer considers the locators of
kitting parts as empty and never offers it as atdd for the received goods.”
(N.L. IT manager)

Uploader program

Upon my explanation of the research question araisio every interviewee first

mentioned the so called uploader program as “th&’karound.

The Excel macro called “Uploader program” is vesgful for the procurement or for
the customer representatives if they need to enl@mge amount of data into the Oracle.
N.L., who is known for being an “Excel-guru” prepdrthe uploader macro. He
explains the essence as follows:

»This is an Excel macro. | have seen that it iSgapain for everybody to load up
so many part numbers. | have asked what the exacess was and | prepared this
macro for them. The parameters have to be entertedthie macro, this takes
approximately 20 minutes. Then the macro has toabewhich might even take

hours — depending on the number of lines to beadidd. While running the macro
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they can not use their computers, so | think th&t e to use lunch time for

example.”

»This macro basically simulates typing. | have venit several other macros. Now
for example there is a new project on the custait® and we are simulating the
receiving in the warehouse because there are sg items arriving.” (N.L. IT

manager)

Paper based lists

For filtering is very difficult in Oracle, nobodyeally uses this function — they much

rather export the data in Excel. N.L. IT managgri&xs:
LIt IS possible to filter data within Oracle, butis not efficient and not transparent.
Also, not so many details are visible. People doreally know it, so they rather
export everything into Excel and work with the satsheet.
In Oracle the filtering options have to be entarehually and the data are divided
between more tabs. You can scroll down only one tim one using the PGDOWN
and PGUP keys. It also loads very fast becausasitdaccess the database and we

have our database server in the USA.”

Due to the large number of transactions almostralbloyees use small paper sheets to
list the daily urgent tasks.

K.A. buyer for example collects the part numbersrehthe documents are missing;

K.P. (transportation specialist) gathers the dejiveotes where the urgent items are to
be found. A.E. customer representative writes ddvenitems which are urgent for the

customer. B.R. works with the most paper sheets:
.| like to file everything. | have separate foldds every customer. This way |

can find anything | need very fast.” (B.R. customapresentative)

These paper sheets usually have colour codes,darsoores, or later, once the task is

done, the lines get crossed over.

In the warehouse the paper sheets are used tevfajpowhich shipment has to be sent
on the current day. As Gamma is a customer focuseapany, the shipments are
organized per customer. This way the shipping sidechouse operators know very
well what has to be picked and packed and if thpnsénts have already left. In case
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the shipment was not yet sent, he knows it is skamkewhere and requires special

attention. It needs to be sent immediately — geexlanark on the paper.

The system of workflows
The workflows are available in the whole companterinationally. Every workflow

consists of a sequence of process steps and tHdlavorests with the employee who
has to execute the next step.

~We could solve all these in Oracle, but it is m@asier to set up a workflow. For
that | have writing rights, for example. Oracle rificdtions and developments, on
the contrary, can only be done by expensive ITgasibnals.” (N.L.IT manager)

Once the next employee has to execute the taskwilie workflow, he or she gets an
e-mail message. The actual step can be puttinghegan Excel table or upload a
calculation, or entering data into Oracle (e.g.pdiep, price, invoice number). The most
workflows are still aiming for simply getting an @pval of managers what can be
followed by the material process and the Oraclegss.

This also means that most of the data used in th&flows are gained from Oracle and
colleagues in other functional areas can use tlwnother steps of the supply chain
process — executed also in Oracle.

106



The user routines existing next to the system whichve collected and introduced in

the above section | overview in the below table:

Characteristics Routine

Spreadsheets or data base Open order report

software (MS Excel or MS POR list
Access) SO list

Costbook

Uploader program

External software Storage of scanned documents

Manual actions Warehouse — manual labelling

Warehouse — semi-dynamic locators

Paper based lists

Group level external System of workflows

software

Table 8: Summary of the user routines found at Gamm company

107



6. DATA ANALYSIS

In this chapter | first analyse the previously asuced data which | collected. The
described case studies are analysed individuabged®n the suggestion of Miles and
Huberman (1994 — within-case analysis). With théividlual analysis of the cases
characteristic patterns are revealed and the caslalonships deeper understood. In
my research the systematic cross-case analysisnddedfer too much insight, so | am
not dealing with it explicitly.

The objective of data analysis is to structure dbllected data in order to answer the
research questions developed in the theoretictibssc

According to the objective of the current reseald®gek to study and understand the
(1) reasons behind,
(2) the realization (the tools and connections usedhi®m), and
(3) the usefulness

of the routines developed next to the ERP system.

6.1 The process of data analysis

Ideally, in the case of an interpretive researcbetdaon ethnographic principles, the
researcher arrives to the research field withouy @nevious assumptions and
knowledge (Schultze 2000: p7., Yin 1994). HowewsrLincoln and Guba emphasize

..-.it IS impossible to start a research without &@ga what we are looking for and

it would be a mistake not to make them explicitih€oln and Guba 1985).

Similarly, Eisenhardt, (1989, p536.) also reinferdbat without a clear focus the
researcher gets easily lost in the field offeringpaundance of data.

Accordingly, the goal of data analysis is to heipswaering the original research

guestions — which practically define the objectafethe research. Based on Kvale
(1996) during data analysis several processes aall@l: (1) structuring the interview
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text and the collected data, (2) summarizing theliek meanings and (3) revealing

implicit meanings through which we aim for a fullerderstanding.

Gelei (2002, p180.) also emphasizes that the pledseta collection and data analysis
can not be clearly separated from each other,ddstihe data analysis is an ongoing

process from the very beginning of the research.

Indeed, I, as a researcher, experienced a duadgsatiring the research: (1) on the one
hand the pre-assumptions formed by my own expeziamd the literature were either
proven or confuted — which will be discussed irepasate section, and (2) on the other
hand, the initial concept of research was shapedewyer and newer discoveries and
insights. This is confirmed by Eisenhardt (1989) skee emphasizes that as the
gualitative data analysis is an open and itergpracess, it is a completely common

phenomenon that as a result, the original codibggoaies get more numerous and rich.

| shaped my own research concept through such eepsoand as a result, also the
structure of the description got crystallized amel &nalysis of the data got structured.

The appearance of the researcher’s own interpwatataturally conflicts with the

standards of objectivity expected from a scientiisearch, which are required for the
results to prove reliable for the scientific pulj&chultze 2000, p8.). In order to limit
(ideally eliminate) subjectivity, | insisted on tlaiginal citations and the acquired
written or drawn sources during data collectiorsecatudy description and analysis.
Similarly, based on van Maanen (1988), Schultz®@2@nd Gelei (2002) at the end of
the chapter | will discuss the possible influendetlee subjective elements on the

interpretation of the data.
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6.2 Data analysis

In the following sections | analyse the data cdéldcat Beta and Gamma companies
(within case analysis). In the first part of thetgens | briefly analyse the usage of the
system. This is followed by the introduction of thevealed workarounds, their
development and usefulness. At the end of bothiosectthe users’ opinions are

introduced.

6.2. 1 Analysis of the collected data: Beta case st  udy

In the case of Beta the usage of the system isatiyglidifferent comparing the status
before and after the re-implementation of the sysia the first period, practically only
the Finance Department was using the system ogudarebasis. Consequently, the data
stored by the system was unreliable and not réfigt¢he reality. The re-implemented
system followed the material processes better (jaine to the collected experience)
and the top management’s new rigour resulted iabiel data stored in the system.

6.2.1.1 Reasons behind workarounds at Beta Company

| analysed the developed routines at two levelgherone hand | analysed directly why
the given routine was necessary; on the other hénetl to understand the triggers at a
more abstract, more general level. This latter p@w is necessary because in many
cases there are multiple reasons behind one ceaiatime — as discussed below in more
details. My analysis is summarized in the belowetab
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Workaround

Immediate reason

Classification of reason

Excel listings

Excel is more user friendly, an
transparent;

d_acking functions, Inflexible,
sluggish system

ITO calculation

Developing a local idea

Missing ¢tion

Dynamic storage

Existing module, but too
expensive

Cost considerations

Setting up the

production plan

Not enough parameters in the
system: not suitable to
approximating reality

Lacking functions; Inaccurate
programming of reality;

Deleting orders Improving data accuracy Data accuracy
manually through using acquired
experience
Registered manualManaging orders fully out of the Inaccurate programming of
order form system reality
Cooperation betweenData closer to reality (manual | Data accuracy
departments modification, overwriting)
Picking note Development too expensive Cost conaiams
Changing receiving Closer to reality — to measure | Data accuracy / Approximating
date real performance of the supplierto reality

Changing system tim

eInflexibility of the system —
approximating to reality;

Lacking functionalities, missing
parameters;

Ordering CcC

materials

Approximating to reality /
simpler solution;

Lacking functionalities, missing
parameters,

Kan-ban system

Visual illustration; Flexibility

tlaing functionalities/ simpler
usage

External software

Acknowledging the existence
workarounds , supporting their

dfacking functionalities / simplet
usage

integration

Table 9: Reasons of development of workarounds ateBa Company

Out of the revealed workarounds the Excel listingd the preparation of the picking

note serve the comfort of the users. The otherimesithave been developed because

they offer cheaper or simpler solutions for th&sasutside of the system, or the system

data is approximated to reality. When manually tiedeorders, unlike in case of other

routines, human intelligence overwrites system dasaithis is not about issues with the

local ERP system, but the unreliability of the @ng data.

What needs to be considered is the change of systeen This data manipulation

started at the very beginning and the pioneerimgsuare still using this trick. We could

say, this move survived the re-implementation efskistem and half-officially the few

key users are still solving some rarely, but systtgally appearing discrepancies.

111



Also interesting is to consider the reasons belinedgroup-level decision to buy the
complementing software. As these software linkERP system with MS Excel, it also
means that practically the frequent usage of MaitoSxcel for important calculations
and actions is acknowledged at the highest level.

6.2.1.2 Analysing the development of workarounds d&eta Company

When analysing the development of the revealed arorknds, | aimed to learn about
(1) what was the trigger to their development, ltbey arose and (2) what type of out-
of-ERP tools are used for the given routine.
Reviewing the structure of the revealed routines fumdamentally find three types:

[0 Using external software,

[0 Manual data modification in the system,

[0 Physically existing system next to the ERP system.

For me it was surprising that in many cases theageanrs (the top manager or the
functional manager) decided to initiate or estébéigoutine next to the ERP system.

112



| provide a detailed overview in the below table:

Workaround

Trigger

Realization

Type of WA

Excel listings

Obvious / Spreads
through training

Other software (MS
Excel)

Complementing the

existing system

ITO calculation

Top management
initiative

Other software (MS
Excel)

Complementing the

existing system

Dynamic storage

Top management
decision / initiative

Other software (MS
Access)

Replacing the
missing module

y

Setting up the Top management Other software (MS Complementing the

production plan | decision Excel) existing system

Deleting orders Observation, experiengeManual Replaces data ent

manually

Registered Top management Other software (MS Bypasses the

manual order decision Excel, MS Word) system

form

Co-operation Experience / informal, | Manual Data manipulation

between ad-hoc

departments

Picking note Usage issues Other software (MS Replaces existing
(readability) Excel) function

Changing Functional initiative for | Manual Data manipulation

receiving date

more accurate data

Changing systemTrick / “Shortcut”

Manual change of syste

nData manipulation

time data
Ordering CC| After difficulties a Physical (visual) marking Replacing system
materials smart simplification instead of system data | function

Kan-ban system

Management decisio
visual communication

nPhysical (visual) marking

instead of system data

y Complementing the

existing system

External software

Group level decision t
ease data transfer

dOther software (specially
targeted developments)

Complementing the

existing system

Table 10: Development of workarounds: Beta Company

6.2.1.3 Analysing the usefulness of workarounds &eta Company

To measure and evaluate the usefulness of the leelveautines would certainly be a

very interesting and challenging research topic.sMarobably relatively acceptable

results would derive from measuring process orviigtitime and analyse the

differences. Nevertheless, for such measurementserius

intrusion would be

necessary into the daily life of the users whichs wat supported at neither of the

companies. Consequently, | attempt to use my expeei and logical reasoning to

analyse and evaluate the usefulness of the singlkarounds.
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In the first column of the below summarizing talbblembrace the essence of the
routine’s usefulness: through what does the routm@ove the situation? | attempt to
formulate the usefulness at a more abstract les/gl enany cases (mainly in the case of
Excel spreadsheets) the used routines are usefulrfiultiple aspects.

The second sub-question inquires about the (compargrarchical level of usefulness.
With every workaround | analyse if the routine seful at individual, at functional
(departmental), or at company level. This aspeestery interesting in the case of the
manual modification of orders at Beta Company: ukefulness of this workaround —
resulting in better control over the inventory leae an indicator of performance — is

unquestionable at all levels (individual, departtaéand company).

| assume that the routines introduced to me haveived their trial period: their
existence somehow offers more benefit than theim-ewstence. My third aspect
analyses what is required for — or what hinderbe-ihtegration of the given steps or
solutions into the ERP system.

In the last column of the table | make a subjec@ivaluation of the usefulness of each
routine. | consider the future possibilities, césttors, current risks and the expected
benefits and summarise them intuitively. | considher data manipulation type routines
dangerous as it brings individual risk factors hesea- as discussed above — the system
calculates on with the modified data. Most of ahanging the system time brings
further dangers and risks. It is also worth conandethe manual changing of invoices,
although in this case the rigorous formal rulegwebicing minimalise the risks.
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Workaround Usefulness: Solving within Researcher’s
Essence of - Level of the system... evaluation
Excel listings Users’ convenienge Individual -- tid€not realistic
to abandon)
ITO calculation | Local development Company -- Useful
Dynamic Replaces existing | Functional| Cost Useful (cheaper)
storage module considerations
Setting up the Necessary to Functional| More complex | Useful
production plan | further adjust the parameters, better
system output data accuracy
Deleting orders Experience based | All levels | Using human Risky (source of
manually control of experience errors, lack of
inventory level control)
Registered Control Company | Essentially non-| Useful
manual  order system solution!
form
Co-operation Data accuracy Functional Additional Useful (the
between administration, interested party
departments close attention acts)
Picking note Users’ convenience Individual Readahil Useful (solved
development without costly
development)
Changing Accurate Functional | Development Not worth to act
receiving date | measurement (rare, easy> not | upon (small scale)
in question)
Changing Trick Functional| Parameters and | Risky, requires
system time development in | action
multiple
processes
Ordering CC| Easier / More Functional | Accurate estimateUseful (logical
materials practical solution and disciplined | solution)
outside of the usage of materials
system
Kan-ban system Visual illustration| Functional | Development Useful, although
IS more transparent (visual function) | less accepted at
lower levels
External Eases data trans- | Individual Useful (accepting
software fer/consolidation workarounds!)

Table 11: Analysing the usefulness of workaroundst&8eta Company
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6.2.2 Analysing the collected data: Gamma case stud vy

In Gamma Company, practically all employees aresuséthe ERP system. Although
the users said themselves that Oracle is indispénsat individual levels their attitudes
and their remarks suggest that they only use tlséesy because the status of data-

loading is regularly monitored.

6.2.2.1 The reasons behind the development of workaunds at Gamma Company

In the case of Gamma the opinion of the usersateftethat their Oracle system is

[0 Very slow: the IT manager explained that test mesasents proved the users’
complaints. According to test measurements, eveanmysaction takes more than
twice as long as the same transaction in the Urftiadles (where the central
server is located);

[0 Inflexible: it is not possible to acquire custonuzists and to work with them
within the system (filtering, ordering or trackitiie data);

[0 Not transparent: the user surface does not supberimanagement of tables

consisting of several hundred lines.

These are the reasons behind most of the extesaal noutines: with such a high
number of daily transactions and with the uneaseharidling data within Oracle
everybody chooses to use Excel.

The reason of the non-system routines in the warsh@re the expensive upgrade of
the Oracle warehousing module. The company doesa®the investment returning, so
the necessary functions are solved outside ofytsies.
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Workaround Immediate reason Classification of reason
Costbook System is not able to flexibly stomdissing functionality;
prices (one part — more prices, price
changes upon quantity or time,
currencies, etc.)
Open order report Transparency of the large number |dflissing functionality
order lines
POR list Procurement data re not correctly stordta accuracy
and not transparent for the buyers
Sales Order Grouping and transparency of arriviligansparency
sales orders
Warehouse -+ Not possible to print labels Missing functionality
Manual labels
Warehouse <+ “Bringing dynamics manually” into theCost considerations
semi-dynamic fixed location warehousing — steps
locators replacing expensive new module;
Uploader Automatised uploading of large numbheConvenience / automa-
program of part numbers tising manual functions
Storage of Storing technical drawings for most oMissing functionality
scanned the parts is necessary
documents
System of| Efficiently linking cross functional stepsEfficiency /
workflows of (global) processes communication

Table 12: Reasons behind the development of workauads at Gamma Company

6.2.2.2 Analysing the development of workarounds @&amma Company

At Gamma Company most workarounds are regulatedpagslimably stem from the

managers of the early times. Even if they are dg@exl by a single individual, all

colleagues in the same job use the same or oneavaiimilar structure. In my eyes, the
main reason for it is the repetitive characteristicthe jobs: practically in all areas
people execute the same or similar transactions large number of data from day to
day.

MS Excel offers such options and functions to supfte work with large number of

data, while being easy to use as well, which isessary for the users. The below

citation demonstrates it well:
.In Excel | can filter, order, colour and look uptd very efficiently. | can refer to
an other Excel table and | can just attach therant@-mail message. Oracle is

slow and can do none of these functions.” (K.A.d)ly
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From the below summary table it is also appareatt ittost of the routines discussed are
in fact complementing the system. This can be expthby one of the statements of the
managing director:
Loracle is designed for manufacturing companies.U=oit does not really fit, our
transactions are of much larger number and of nsictpler nature. The main

point is that the Americans can exert financialtoadnover us through Oracle.”

(Gamma managing director)
Consequently, the missing functions are supplendemtgh spreadsheets which are
developed centrally or have a very similar struetdrhese spreadsheets are practically
the complements of the ERP system.

Workaround Trigger Realisation The WA step...

Costbook Managerial MS Excel Complements existing
system

Open order report Individual MS Excel Complements existing
system

POR list Managerial MS Excel Manual calculation

initiative / control instead of system data

Sales Order Individual MS Excel Complements exgst
system

Warehouse + Functional Manual Complements existing

Manual labels manager system

Warehouse -+ Top management| MS Excel Complements existing

semi-dynamic decision system

locators

Uploader IT professional MS Access Complements existing

program help system

Storage of IT initiative External software] Complements exigtin

scanned system

documents

System off Group level External software Complements existing

workflows system

Table 13.: The build-up of the workarounds at Gammacompany

6.2.2.3 Analysing the usefulness of the workaroundg Gamma Company

Previously we have seen that most of the workarsudelieloped at Gamma aim to
complement the ERP system. Analysing the datadurtive can see that most of the
routines support individual tasks and some of tlaeenuniformized at functional level.
The majority could be solved with system developnsteps.

The issue with developments is that there are nomseneeds so Gamma’s managing
director decided to review the priorities and pesgrregularly. The decision about new
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developments are made by the managing directom @gse of a larger budget project,
the whole global management is involved. Consedyedévelopments are slow and

always Excel comes first as a possible solution.

The question of Costbook is interesting — which wae of the first developments to

implement after the data collection period. The agamg director explained:
~We can not have the Excel table collapse againt Supplier's prices are
extremely confidential; they can not leave thisceffbuilding.” (Gamma managing

director)

In the case of Gamma, because of the difficultiesrganizing and handling data there
is no doubt about the usefulness of the Excel sigtesets. There is, however, a
function, which, due to the risks in connectionhntive extensive usage of Excel, might

be better to solve within the ERP system.

Workaround | Usefulness Within Researcher
Essence Level ERP? evaluation
Costbook Storing multiple | Functional| Yes Needs a solutiorn
prices (confidentiality)
Open order Filtered per Individual | No Useful, risky
report buyer, transparent
POR list All data available| Individual | Yes Necessary
as required
Sales Order Organises Individual | No Useful
incoming orders (organizing)
Warehouse — | Exception Functional | Yes Needs a solution
Manual labels | handling
Warehouse — | Substitutes Functional | Yes Useful
semi-dynamic | expensive
locators module/ adds to
efficiency
Uploader Automatisation Individual| No Useful
program
Storage of Organised storing Individual | Yes Useful
scanned of documents
documents
System of Co-ordinating Global Yes Useful
workflows cross functional /
global work

Table 14: Usefulness of workarounds at Gamma compgn
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7. CONCLUSIONS, CONCEPTS

This chapter introduces the concepts | built bagedthe analysis of data and my
conclusions drawn. The sections will follow the sastructure as the data analysis and
the original research questions: the developmentsubines, their build-up and finally,

their usefulness.

7.1 How have the routines developed?

As | have already discussed within my pre-assumptiat was surprise for me (and
prior to the field research | expected the conjréimgt the top management knows about
most of the routines existing related to the ER$tesys. Instead of tilting at windmills
— as | have imagined before starting my data dadlec— in both cases the top
management rather took the role of regulating 8& gontent, or structure of routines.
In some cases they organized forums to improvenmwkarounds, even triggered the
development of new functions or new routines. k& ¢hse of Beta | learnt that most of
the workarounds were actually initiated by the ngamg director.

Necessarily the ERP system is not as flexible agehlity. Consequently, the handling
of exceptions often leads to solutions outsidehef $ystem. Also, in many cases the
required developments or changes in the systerfirarétested” outside of the system,
and — if there is funding available and the decisitakers agree — the required solution
or change can be implemented in the system.

7.1.1 Local IT champion

At both companies | could observe the presence fandl role of such non-IT
professional users who know a lot about the systadhunderstand its internal logic.
These people used the functions logically, not raedally and were keen on
discovering new and more functions. In many calsesd users were testing the system;
they are the key users, or thewer usersvith additional rights.

It is very interesting to observe that the intet@tien tools and steps how these users
use the system influences the interpretation astesy use of the other users as well.
Orlikowski et al. (1995) analyse in detail the solnd types of such local IT gurus. Of
the types discussed by Orlikowski et al., | expsrezl at both companies that (1) the
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roles are not formally acknowledged and (2) thes®ppe understand the IT
requirements of different user groups and the dpgragrinciples of the software and
lastly, (3) they share their methods, tricks antirggs with others.

At Gamma | could identify 3 “local IT gurus”: the inventorglanner, one of the
warehouse operators and one of the buyers whgojmgd the company from an other
large multinational (P.A. buyer used Oracle atgrisvious employer as well). All three
users comprehended the whole process of the giwastibnal area and their answers
proved that they have a very deep understandinthefoperating logic of the ERP
system.

| could follow the traces of their solutions (kegnebinations, using profiles, written
macros by one of them, etc.) in other users’ daityk. Answering my questions they
admitted that several of these solutions are frftsial-and-error, and they were open
and available to spread the efficient tricks.

At Gamma the solutions of these “gurus” were ackedged in the form of semi-
formal internal trainings (so called “lunch-and#@ainitiatives): at every occasion two
or three issues, Excel functions or tricks wereoidticed and trained. Interestingly,
practically all employees were participating atstheessions, where everybody had to
take their laptops and practiced the new knowlesigaultaneously on the available

practice data base.

Interestingly, aBeta also none of the local gurus were working in theaf€a. The IT
manager, who of course knew the system very thdigugias a rather a reserved type
of personality who expected to follow strict rulétis personality and age pushed him
rather to the edge of the company’s social netvaorit he did not share his solutions
with the users. Generally, he did not have inforreédtionship with his colleagues. The
two young engineers, both members of the originahgering team, knew the system
inside out. They were approachable, popular andakmed to disregard rigid rules.
They enjoyed experimenting and looking for “smaoluions” — maybe the best
example being the changing of the system time. @sver from S.T. to one of my

guestions regarding a system setting sounded lasvéol
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| do not know, | have not thought about it yetséiunds like a good idea. | will try
it today after working time. | will run a test witthese settings.” (S.T. project

engineer)

7.2 The tools of the workarounds

After the experiences from the research fields,tlost obvious question became why

the users so often turn to the spreadsheets obkbér Excel.

7.2.1 The almighty Excel

This spreadsheet management program is the numieetool for the users if the data
needs to be transparent, if orders have to beaénif orders have to be overviewed
and in many more cases. Hiring for this positiahs;ing the interviewing process one
of the entry criteria is the knowledge of the bafsinctions of data management in
Excel. In some positions the promising candidaseseho solve tasks in Excel. This is

understandable, as they use this software prdgtitedir whole working time.

After | noted this phenomenon | made an interestibgervation: during the time of
field research | was measuring during an average&ing day for how long the Excel
application is running on the user's computers. tBa two research fields | had
different results:

- In Gamma, with the exception of the managing doecand the
warehouse operators, the MS Excel programme wasyalwinning. In
many cases 10-18 separate spreadsheets were opdtaseously. After
turning on the computer in the morning, most useasted the e-mailing
program and then Excel. These two applications ve@en during the
working hours and closed only when the working dag finished.

- In Beta the running of the Excel application was$ so continuous. In
general, the colleagues working in physical jolbsatly connected to the
assembly lines (quality controllers, material mayemused Excel less
often. People in these jobs used Excel in prepasiegkly reports or an
ad-hoc report. In other jobs Excel's usage varlad, only very rarely
was it running the whole day, with the exceptiomudterial specialists
and customer service representatives. They were aisng Excel
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continuously: individually prepared tables contaghimaterials or items
which required special attention.
As a conclusion we can summarize that where exaepiandling was a recurring issue,
or the speed or flexibility (e.g. adding notesjlud system, users turned to Excel.
Based on the explanation of the users, the datxael spreadsheets can be handled
easier. There are two reasons behind it:
[0 Firstly the filtering and the ordering of data, @ashally the possibility to insert
notes makes everyday work easier and more tramgpare
0 Secondly, speed is also important. All users meetothat the systems (both
Oracle and Axapta) are slow, occasionally compubad to be restarted and
sometimes applications on the central server weteawailable (this last note
was mentioned at Gamma only). Excel is always alésl

In summary the flexibility of use and the speedhs application are the areas where
Excel offers more advantages. This requirementth@snost intense at both companies

at the procurement and customer service departments

Emphasizing the central role of Excel Gamma’s mampdirector explained:
Loracle has the key role in exercising financiahtrol over the single branches.
All other tasks in the area of operations are Ifetfi with satellite systems. Just

think about how many Excel spreadsheets we use!”

Once Excel is so flexible and easy to use, whyiss ttelatively cheap application not
sufficient for supporting the company processesi® plovoking question can be best
answered with Howard’s arguments. Howard (2005)times five main areas of risks:
- Error potential — referring to a PriceWaterhousgé&se research, the
author claims that 90 per cent of the Excel taldestain significant
errors. The cost of these mistakes is estimateddsst 1000 and 10 000
US dollars per decision per month (ibid. p3);
- Data security — the lack of data security functjons
- Auditing — to track the changes or modifications;
- Spreadsheets as an enterprise resource: compar€d significance,
Excel is not handled with care (lack of formal msses or user trainings,

for example);
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- Data maintenance — there is no appropriate meahatasmaintain the

data integrity.

For these arguments | found several examples atrbsearch sites:

At Gamma many interviewees mentioned the (in)famous casenwdtethe end of
March the Costbook “collapsed”. This resulted, agsinothers, in several hundred
order lines sent out with wrong prices. As a coansege of this Excel spreadsheet
error, large number of invoices was returned ardkisr cancelled. The investigation
showed two main reasons behind the collapse dExicel table:

1. In the large table, due to the shift of the decimaparators, differences of
magnitudes evolved in the stored data. The pulgioion says, the issue was
that in the English Excel the decimal separators joints, while in the
Hungarian version of the software uses the comragacker for this purpose. As
beforehand the writing rights were not managedbady could modify the
spreadsheet in the central server and could dowrdod convert it into his or
her Excel version.

2. The table containing more than 6000 lines storedyntiaks pointing within the
table, to cells in an other file or sometimes in&trlocations. The size of the file
grew so large that the saved versions were natielianymore.

The cleaning up of the Costbook took 10 weeks ewtoak for an experienced
colleague. The key was also to manage the acag#s:ronly one person has writing
rights. In the last days of this current researgr@gect was launched to make Oracle
able to store multiple prices and consequently, ghee information. The project is
estimated to take 4 months and bring significattaeadministration for the sourcing

engineers.

In the case oBeta Excel filled in a central role in those (long) mbstwhen the order
guantities became larger (and therefore the piamgéeam could not keep track of the
customer orders and the assembled items in th@dsheanymore), but the Axapta
system was not used and did not contain reliakie. da

In this time — and we are talking about more thagea! — in manufacturing, all areas of
logistics and also for financial reports, Excel lésbwere used. The most serious
difficulties were experienced at the monthly finardoses, which also serves as the
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control of the organization’s operation. The ad Bacel tables caused difficulties when
the daily changes in the exchange rates had toolblewed up and it resulted in
recurring discrepancies in the value of the invgntand the cost of sold goods.
Additionally, there was not reliable informationaglable on the costs and the turnover
of the company.

One Beta employee stated that “Excel is a key tIT. project engineer).

Sz. Z. IT manager believes that Excel is an exget®ol to manage the ad hoc needs of

the users. However, he also mentions the risks:

~We have to know how current are the data usedHercalculations. This can be
managed through processes or through control. X@mple we can make a daily
archive of the system data and everybody shouldheséatest file. | introduced this
at my previous company for example.

But there is no cure for human errors. [Mistaka function for example — E.B.]

Next to the widespread use of Excel, | also obgkrsertain typical characteristics
regarding the internal logics of the user routines.

7.2.2 Typology of the user routines

In line with the original objective of my researdhifferentiated the user routines based
on their relationship with the ERP system. | coudéntify three basic types: the

bypassing, the substituting and the complemenbgnes.

Besides these three types, | found a different tfpeutine: the manipulation of data.

However, based on the definition, this type of\aftican not be classified as a

workaround, as the subject of the activity is ru system, but the data: the unit of
information already stored in the system (enterechunally or automatically), and for

some reason the users modify it.

Bypassing routine Bypassing routine
If a sequential external step follows the ERP step 1

step outside of the system, we talk v v

about bypassing routines  This ERP step 2 Bypassing routine step|1

practically means that a process is built

A\ 4
Bypassing routine step|2

on the step bypassing the ERP system| grp step 3

which uses data from the system.

\ 4

ERP step n

«----1

Generally these types of routines
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evolve if the external process can not, or dugs@xceptionality, it is not intended to

be programmed within the ERP system. The manuaidmg is a good example for the

bypassing type of routine.

If the system is capable to execute a
certain function or step, but for some
reason the users execute it outside of
the system, we can identify a
substituting  routine. The  key
difference between the substituting
routine and the bypassing routine is that
the process is continued within the

system. The ordering of consumption

Substituting routine

ERP step 1
|
v
Substituting routine step
|
v
ERP step 3
A4
ERP stepn

control materials at Beta is a good example, a$ agthe preparation of the picking

note in MS Excel.

In the case of aomplementing routine
the function is not available or not
existing in the system and therefore the
users have to find a solution outside of
the system. They afterwards continue
their daily work in the ERP system. One
example for the complementing type of

routine is the ITO calculation at Beta.

ERP step 1

Complementing routine

ERP step --

v

Complementing routine stej

D 1

v

ERP step 2

\ 4

ERP step n

In the below illustration | use the logics of iltueting the three types of user routines to

show the key difference in the case of data maaipul. When manipulating data, the

subject of activity is the data stored in the syste
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Data manipulation is when a user Data manipulation
ERP step 1

overwrites or modifies the data stored in

the system and the system uses the

ERP step 2
| Data manipulatio
Examples for data manipulation are the v

modified data for executing tasks.

changing of system time or the manual ERP step 3

deletion of orders. \

Data manipulation can bring solution in ERP step n

certain situations and the practice can
survive amongst inordinate circumstances as theestirfollowing the first ERP
introduction at Beta, however as they bring tref,rthese type of routines should be

addressed as soon as possible.

As a consequence of the development of the abopeldagy, | find the term
“workaround” not appropriate, as this phrase dagsnctlude all three of the bypassing,
substituting and complementing categories. We migdetd to consider modifying the

central term — in my logic for example the teraisystem routineeems suitable.

7.3 The usefulness of the revealed routines

Based on the above we can already conclude thateMiwence of bypassing,
complementing and maybe even substituting routmeg to the ERP systems are
inevitable.

Beta’s managing director explains:
~1he reason for the existence of the workaroundkasthe [local] basic processes
are not accurately worked out by the developershef ERP systems. These
parameters have to be customized and adjustedsgftesm implementation. In the
beginning the managers — although they do nottbkadmit it — do not see clearly
what is necessary, what is important, and additipnthe IT specialists do not
know the industry specifics. Therefore workarourel®lve, which are time

consuming, not efficient, non-transparent and thetyout of control.”

Gamma’s managing director summarizes:
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»oracle works well for manufacturing companies, fawtus different functions are
important. We have a high number of transactioesy important is the follow up
of orders line by line, and very high frequencyeateption handling. These make
the ordering of data a key function and transparémevitable.

Our processes are also unique and it is more €iffefo customize them in our

system, so workarounds are unavoidable.”

Apparently, in the eyes of the top managers thstemce of workarounds is natural and
inevitable. What are they doing and what can theyodminimalise and manage risks? |
organize my experiences in three sections belosst,Fidiscuss what exactly brings the
risks, and second, the two types of reactions ofiagament: on the one hand they
introduce a controlled use of the ERP system, amdhe other hand | identify two

different phases of system development activities.

7.3.1 Risks related to the workarounds
The essential issue with the user routines existieg to the ERP system lies in the

doubled data storage. Every colleague (user) friffiereint functional units handles and
stores data in their own spreadsheets and maketatlyedecisions based on them. On
the one hand, the spreadsheets are not linkedhergeither per users or per functional
units, they are not updated and not secure. Oottiex hand, the financial calculations
and reports, as well as the invoices are issuet)ssistem data.

As discussed above with regarding to the usagexoélEthe “cost to pay’ for the
flexibility and the relatively easy use of MS Exiethe lower level of security.

An other source of risk is the possibly differenterpretation of the commonly used
data. Not only in the case of Excel-based extermafines pose the new colleague’s
training or the working together with different g® all sources of risks. The existing
workarounds are mostly results of individual's wayfsthinking and the sources of
information, the exact processes and the data ik ot necessarily documented.

The both managing directors and the both IT mamsagecompletely independently
from each other — highlighted that an important eachmon source of problems is the
wanting knowledge of users. An average user dods(owcan not) consider the

consequences of his or her decisions on othert{@nad) areas.
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In the following sections | introduce some commoanagerial practices addressing the

above risks.

7.3.2 Controlled use of the ERP system
At both companies | experienced an obvious intentd the managing directors to

control the user routines existing next to the canypERP system.

One group of the managerial tools is what | terrasdhe “controlled use of the ERP
system”. The management both at Gamma and Betaausetl of managerial tools to
ensure that the raw data in the systemeairate to the level necessdoy the normal
daily functioning of the processes.

Connected to the steps outside to the system,@gsanust be developed and operated
what ensures that data calculated outside of teesygets loaded eventually into the
system. Processes must ensure that data is asitcurtde system as required for the

company’s seamless functioning.

Accordingly, one important pillar of the usabiliof the company ERP system that the
real material processes are programmed systentataad reliably in the system as

well.

In the case oBetathe controlled use of the system has a uniquegrasting story as in
the “early times” it practically did not exist. Adical change in the attitude towards the
system was necessary to ensure that stored dake igystem became reliable. Let's
take a closer look to understand what were thesstepessary to recover the integrity of
the data stored in the system!

In Beta, the top management measurements had &lcexié in ensuring that the data
becomes and stays reliable in the re-implemente® Bystem. Consequently, users
could experience that it is worth to use the systsrthe data stored can be trusted.

~We had a slogan during the second implementati@u not go to bed with an
open transactich This meant that every afternoon at 4 p.m. we hadeeting in
my office with the management and we reviewed tpenotransactions in the
system. In every case we defined who has to do tehabse that transaction. In the
beginning | had to ask, afterwards they automdyieplained. Finally, we could
skip these meetings.” (Beta managing director)
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During the second implementation the managing tbreggaid close attention to ensure
the system processes actually work and data irsyeem is reliable. This required a
radical change in the company culture.

He introduced an explicit responsibility system the system data quality. Every
functional manager was responsible and involvedthe “Data clean-up project
launched. There were several slogans (recurringesgns) to bring change in the
attitudes: for example there could be onbné valid pricé stored in the system which
has to be éxact to the penfiy(*filler” in Hungarian) and there is Zero tolerancé
towards inaccuracy. All my interviewees indepenfjeand automatically used these
terms proving the success of the initiative of thanaging director. A list was put
together to ensure that all required steps wereutgd by the users (mainly the material
specialists) entering data into the system. Nog pnke information, but all data had to
be entered accurately: unit of measure, curren@yinmam order quantity for example.

If entering new raw material in the system, alluiegd fields had to be filled in. Paper
based documentation had to be filed and signethdoyniaterial specialists to enforce the
feeling of individual responsibility.

In connection with any meeting, calculation or pr@ation the managing director made
it obvious that any calculation is unacceptabkhéf data is not gained from the system:
“The data is what is in the systerar during the meeting:And how much is it in the

system?

Consequently, everybody in Beta learnt the impagaaf the data integrity and to
safeguard it in his or her own area.

To preserve these principles at every level ofdhganization, rules of thumb were
introduced which had to be used in the given jlos.example:

»The goods can only be shipped if they have reathedready” status in Axapta.”
(L.G., warehouse supervisor)

LAnything related to a financial transaction, hade followed up in Axapta.” (H.I.
lead project engineer)

The controlled use is also connected with the asfleaging of the existing

workarounds: at Beta the managing director intredustrict rules regarding who, when
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and with what settings can run reports from the ER®em when it serves as raw data

for external calculations.

At Gammathe controlled use of the system has three malergilThe first pillar is that
for every colleague the individual performance mees are calculated based on the
data stored in the system. Consequently, it isvieryeusers’ interest to ensure data
follows reality. Any manager can ask about any datated to single transactions, as
they might need immediate status if the customieecha question.

The widely known slogan of the managing directdkisow your numberSireinforced
the efficient execution of the transactions. Thenagang director often walked around
in the office and asked everybody about currentbersiregarding sales, transportation
or any highly important or exceptional delivery.was kind of expected to know the
answers — with exact numbers — immediately anddayth

The second pillar is the Operation meeting on ewdonday. During the Operation
meeting everybody making basic transactions insgfgtem has to fill-out an analytical
table. The data can only be gained from a repartinuthe system. The operations
manager reviews every single measure of everyarsgthe trends, the exceptions and
the salient numbers are discussed, action plat isps

There is a measure of which the aim is solely gwular use of the system: thiank
promise date(the date when the delivery is promised to arrivethee customers’

warehouse) has to be fewer than five per centl tfasisactions of the individual.

The third pillar is the rule that is strictly fodaen to make any transactions outside of
the system which is related to any financial tratiea. If this rule is broken, the user
automatically gets a written warning — as it haygekalready once.

From this aspect, the two days of the monthly fai@nclose are quite paradoxical. On
the last Thursday and Friday of the month all Gracbdules are closed where the
transactions have financial consequences. Howeévéinere is an urgent delivery in
these days, the managing director and the finaramgager has to approve it’'s shipping
— in writing. The transaction has to be immediataiyered upon the opening of the new
month in the system.

131



The same discipline applies to the received gotwas, This rigor results in a basically
strong control in the financial transactions angl ithvoicing and practically bans (even
punishes) the actions outside of the ERP system.

In summary we can state that at both companiesntheagements express large
importance on the accuracy of the data stored ensystem and to maintain data
integrity. Consequently, the users invest addifi@frts in updating and maintaining

the data. This brings additional tasks for indialiu (see the term ‘viscosity’ of

Poelmans 1999), therefore the systematic contrathamsms are important. This

prevents users to execute their daily tasks pbtioutside of the system.

At both companies as a result of all these effanis introduced control mechanisms the
data was accurate omeeklylevel — this fact in my opinion is worth thinkiradpout!

7.3.3 Continuous improvement — post-implementation phases

Immediately after the implementation of the systaweral procedures or tasks are not
executable within the system, and the other nepessanagerial (re)action is the
continuous improvement of the system.

In this regard, | was able to identify two charastecally different phases at both
companies researched. The first phase immediatailowing the system
implementation has the transitional characteristit& project with regular meetings
and user testing. Nobody really knows how exadily system works and what to
expect. The system errors, deviations from the ggees and small tricks are more
accepted — the information system has not yet @edeln this time several urging
development projects run parallel, several of whiein be critical. The top manager
regularly checks the status of the single developgsnand exercises rights to set and
change priorities. User’'s requests for developmenes very prevalent; to launch a
project is more simple and obvious. The IT staf$ bacentral role co-ordinating and

mediating between users, developers and management.

In the second phase, which might begin only threeeven five years after system
implementation, developments are not inevitable laigdh risk tricks are (should) not
existing anymore. This phase has no transitionahragiteristics anymore and
development activities become more planned anduledde. By this time the initial

132



difficulties are solved and the customized localgasses are programmed within the

system as a result of perseverant developing #ctiand significant additional

investments of time, energy and money. To launobva IT development project in this

phase requires detailed cost-benefit analysis hadetrequests must be documented.

The details and status of the single projects ateimthe close attention of the top

managers. The IT staff gets distanced from the sus#reir tasks become more

administrative, and at the same time more stratégibelp putting together the cost-

benefit analysis and manage the small developmeneqts, respectively to define a

long term direction of system improvements.

By this time users accept the necessity of theegysFrom the user’s aspect the speed

and the user friendliness of the system are ofikg@prtance.

Characteristics | First phase Second phase

Time Immediately after implementation Three-five yeditsramplementation

Characteristics | Numerous, accepted, ad-hoc, mightimited number, regulated, congealed,

of workarounds | even relate to base data widely known, low risk

System More parallel projects, someAdministrative, regulated process, mare

developments critical; difficult to launch projects, less critical,
Request and launch of projects amare large projects aim comprehensjve
obvious system development

Top More projects managed at topfrarely reaches top management

management management level

Users Low satisfaction, initial resistance Accustomedtiie system, main problem

is the system speed
Expected role of| Mediates and co-ordinates betweebDevelops improved system concept and

IT staff

developers, users and managem

Understanding and accessible

enision, Prepares cost-benefit analyse

Administers development process

Data risks

High risks

192}

Low, regulated risk

Table 15: Characteristics of the two system developent phases following system implementation
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7.4 Summary: Social dynamics following system

implementation

In the above sections | have discussed the develnpprocess and triggers, the tools
and usefulness of user routines evolving next ®ERP systems with controlled use.
Related to their evolution | highlighted the infahprocess when the colleagues with a
better system understanding support and consegushdpe system usage in an
informal (sometimes slightly formalized) way. | lawtroduced a typology of the user
routines depending on if they complement, bypassubstitute one or more steps in the
system. | have shown that data modification, thoexghkts, due to the high risk related,
should be a solution for only a limited timeframe.

Evaluating the co-system routines | have reviewedrisk factors residing in the data
modifications occurring outside of the system. Wénaliscussed how the decision
makers manage this risk: the concept of the cdattalse and the inevitable continuous
system developments. | have identified and charaete two phases which typically

follow the implementation of an ERP system.

7.5 Evaluating the pre-assumptions of the

researcher

In the below table | review the pre-assumptionscivhimade explicit in chapter 2 and

with the help of a table | systematically compdren with the experiences acquired.

134



Pre-assumption

Experience

Workarounds are fruits of users’ creativit

they are smart, witty solutions.

yAlthough found truly smart solutions, mag
workarounds are rather fruits of necessity

exigency.

Workarounds are essential, without them
would be impossible to use the system

daily work.

Tthis pre-assumption was proven complet

foight.

We can find IT-gurus in the organizations w
regularly and readily help to other users. Th
solutions and interpretations of the syst
influence the system usage in the giy

organization.

himdeed it is possible to identify informal |
a@urus with important roles in the organizatig
eand users do use their solutions. Howe
gheir interpretation and mainly
knowledge of the system are much dee
They know and use several solutions and w
which are too complicated, not handy, or

comprehendible for most users.

Workarounds are rather concealed, irregl
solutions, not known for top management &
not mentioned and dealt with on offici
forums (like departmental meetings, decis

makers).

ulatthough there are indeed some “secret” wi
arfchost of which might have remained hidd
afrom me), most of the workarounds are kno
and acknowledged by he management,

some workarounds are initiated and regula

developed by the managing directors.

The majority of the workarounds are solutig

used at individual level

n&t both companies visited by me the routin
related to the information system are Ww
known and used by many. Gamma e
organized internal trainings to teach cert

solutions.

Table 16: Comparing the pre-assumptions of the resecher and the experiences

thei

St

or

ely

ns

er,

Der.

ays

not

ay's
en
wn
and
ted,

es
ell
en

ain

Most of the pre-assumptions or parts of them wemrdfigd but some were refuted by

the experience collected at the research sites. ifipertance and necessity of the

workarounds were proven and the top management kraowl acknowledges this. |

would like to highlight that earlier research hamt dealt with the aspect of decision

makers; this is the first research discuss

ing theagerial viewpoint.
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8. EVALUATION AND FURTHER

RESEARCH

In this chapter | evaluate and summarize the rexfltthe current research. Firstly |
review the scientific and practical results of mgearch, placing it into a wider context
of the relevant literature. Secondly | evaluate megearch: | consider its limitations, |
evaluate the chosen research method and scigméifaddigm. At the end of the chapter
and the thesis | highlight some directions whichuldobe a possible meaningful

continuation of the current research.

8.1 The scientific and practical results of the

research

| aimed to study the process how a less flexibgdusystem, like the ERP systems of
the companies, and its users mutually shape edwr at the period following the
system implementation. While excellent researchave conducted significant research
studying information systems where users had maredbm using the system, this
piece of research has shown thatcase the usage of the technology is strictly
regulated, the interpretive flexibility evolves outside of the system. My research

discusses a new appearance of interpretive fléyibtiherefore enriching the term.

As a scientific result of my research have shown that the user routines developed
next to the system are of very high significance this significance is gradually
declining over time after implementation.

| identified two consecutive phases following tlystem implementation: the first, more
risky and more elementary phase where it is passiblat users make data
transformations outside of the system with raw datas initial phase is characterized
by significant customization projects and systenvettgoments involving external
consultants and internal teams.

In the second phase the outside steps risking ideggrity are eliminated, only those

workarounds survive which are smart (thus optimalcompany level) or serve the
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convenience of the users. System developmentsisif, @are less comprehensive and do

not relate to the basic data transformation prasess

An other result of my research is the typology loé tuser routines, as well as the
analysis and evaluation of the risks related tonthe

Earlier research has not considered the viewpaitherole of decision makers related
to the workarounds. To my knowledge, this is thstfresearch discussing this aspect,
bringing new insights about the nature of userinest

| hope to further support the establishment of ititerpretive research tradition in
Hungary through conducting and conducting reseasaing and introducing the newest
theoretical directions and methods in Hungariagulage.

For practitioners | suggest the following aspects for considerations:

1. If users execute calculations with raw data outsifiche system is a
source of considerable risk. In this case the mamalgcontrol of the
ERP system usage is of key importance. If certasikg do require such
type of workarounds, the access of data, the rgnafrreports and the
transformation of data has to be controlled. If giole, the
internalization of this step or function into th&®E system should be a
priority.

2. Similarly, to regulate access rights and monitoenthare highly
important in order to manage and reduce risk. Tvay the possibly
risky “user solutions” are avoidable and contrdiab

3. Right after the system implementation it is worthptay attention and
spend resources on user trainings so they can gmtstamed and
acquainted with the system use. Based on my exmwesea documented
local users guide is very beneficial for the newemsnwhich should be
updated regularly. This helps avoiding that cerfaiactices taught by
colleagues are faulty or incomplete.

4. Similarly in the period following the system implemation, the
management needs to pay a close attention to g8tersydevelopment
requirements. The first step should be the undaistg of the
requirements and to match it with system possibgit The decision
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makers have to review and prioritize then accordingusiness needs to
set up a manageable order between the numeroutepasar needs. If

the management does not get involved, the moreanfial users might

be more successful enforcing his or her indivichesds.

It is worth to learn about and consider the useatines developed next to
the system. The IT manager can be in charge foorithe decision

makers can set up cross-functional teams of powersuto enable the
delineation of user opinions and experiences. €hsures that system
developments stay close to reality and optimal, kable solutions are

born.
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8.2 Evaluating the chosen research method

The majority of data discussed in my current theg@és collected through semi-
structured interviews and observation. | believe thoserresearch methodserved
well the answering the research questions: | suszee understanding the individual
users’ interpretations of the system and develgatasfactory understanding of their
daily work.

| can identify two factors which could possibly impe the quantity and quality of data
collected:

(1) To spend longer time in the research fields. Longee helps to develop a
deeper understanding and to collect more examplegptions or experiences
related to the daily operation. Also the users camderstand better
“workaround as the central term of the research and as well research
objectives.

(2) Own user experience. Although | was granted tesess to the system at
Gamma, however | was not in a real situation wheveuld be required to solve
a problem in the system on my own. This way | cowtd live through and
therefore fully understand the situation of therasef the ERP systems. The
solution to this issue is not straightforward agoluld only gain full user
experience as an employee of these companiescjparti obsetrvation).

In summary, | evaluate the chosen research metbhgyas appropriate to answer the
proposed research questions.

Based on the article of Klein and Myers (1999)iew to what extent my thesis fulfils

the expectations towards interpretive researcthdrbelow table | summarize the seven
fundamental principles for interpretive field resdgacollected by the authors. In the
second column | give a brief summary of the prifecgnd then evaluate to what extent

my research fulfils them.
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Principle Brief explanation Presence in my thesis
The This first, most fundamental principleConnecting the single findings with other
fundamental suggests that all human understandimiienomena, with the post-implementation
principle of the | is achieved by iterating betwegmrganizational circumstances and with the
Hermeneutic considering the interdependegngxternal world in general.
Circle meaning of parts and the whole that

they form.
The principle Requires critical reflection of theDetailed discussion of the history of the
of social and historical background of theompanies, the systems and their

Contextualizati

on

research setting.

introductions.

The principle

of Interaction

Requires critical reflection on how th

research materials (or “data”) we

réelds, what role | had and | evaluate hq

d discuss how | could enter the research

DW

between the socially constructed through theny connection to the managing directors
Researchers interaction between the researchers anduld influence the collected data.

and the the participants.

Subjects

The principle Requires relating the idiographicThe development of the concepts of ,IT-
of Abstraction | detailed revealed by the datguru”, ,Excel-empire”, the controlled use
and interpretation through the applicatioof the ERP and the two post-
Generalization | of principles one and two tpimplementation phases, connected to [the

theoretical, general concepts

existing literature

The principle Requires sensitivity to the possihlé reflect on my preconceptions in detail; |

of Dialogical contradictions between the theoreticddriefly review how my research approagch

Reasoning preconceptions guiding the researchas shaped; The formal structure of the
design and actual findings withthesis offers less opportunities to discuss
subsequent cycles of revision the latter process in more details

The principle Requires sensitivity to possib|eCitations from participants (also offering

of Multiple differences in interpretations amongnsights into their personalities); as well jas

Interpretations | the participants introducing relevant contradicting

opinions

The principle Requires sensitivity to the possiblén less explicit ways, but organically

of Suspicion “biases” and systematic “distortions’built-in | considered the goals,
in the narratives collected from théiierarchical positions and histories of the

participants

participants.

Table 17: Review of the presence of the seven priptes for Interpretive Field Research in my
thesis based on Klein and Myers (1999, p:72)
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According to the table above, as well as considetire full article of Klein and Myers
(1999) my thesis fulfils requirements of the intetpve field research.

There are two areas where further development ssiple: one being the principle of
Dialogical Reasoning. This principleis present iy thesis — very excitingly and
interestingly for myself — as my understanding lae# tesearch topic had been shaped
and developed already before the data collectiah started as well as during the
writing of the thesis. Regrettably in the formaiusture of the thesis | am given less
opportunities to discuss this reflexive processa hutshell, my journey started from the
failures of system implementations and the disareies in their narratives by different
stakeholder (Bartis-Mitev 2008), arriving to whatetly is happening after the systems
are implemented.

The other principle to further elaborate in my thes the Principle of Multiple
Interpretations. As the focus of my thesis is mbeexploration and not the difference
between the narratives of the single participantsuld not build my interpretation on
discussing the latter. However, | am highlightimg tcases, where the differences of
approaches are salient. For example the opiniortheofnore versed IT professionals
and even their evaluations of the users’ praccesntroduced in several cases.

Following the above (self)evaluation, | now disctiss limitations and the directions

where the research could be extended.

8.3 Limitations of the research

One of the key limitations is the number of comparli have involved in my research.
This brings an obvious limit to the generalizatminthe research findings. As below,
when discussing the further research possibilitleshow the questions it raises. |
suppose that both the profile of the company a$ agethe attitude of the number one
manager (which very much defines into the genetélde, actually) influences the
results of the research.

To filter this effect and to be able to concluderengeneral knowledge, it is necessary

to collect research data at more companies.
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Important factor is that, although I managed toed®y a good relationship with the
research participants, the collected data was lpgssifluenced by their interpretation
of (1) the term “workaround” and (2) my researclhl as consequences. They might
have forgotten, or decided to rate unimportanteaessary — or risky — to share certain
tricks with me. This might be in the backgroundhalving found a bit less individual
solutions than | expected — both during the intama and the observation. Although the
method of observation somewhat counterbalancesptissible congruence between
their actions and the story told, but due to techindetails | sometimes had to ask
guestions to complement the observation — this ntagleobservation less neutral and
less “invisible”. Therefore, it has to be highlightthat the collected data is very much
defined by the explanations of the users. This ewmdbr biases brings some weakness
to the reliability of the collected data.

It is important to mention that | entered both camps through connections to the
Managing Directors. | have to assume that as aecu@sice, my person, my presence
and my research was also connected to the top reamad. This might result in the
participants being less open with me — with or wtithintention. Naturally they were
not able to see the consequences of showing mactiqer what might be forbidden. As
a further result, the top management perspectisgasgly present in the thesis.

At both companies we can find examples for the @fdleplicability: in the case of Beta
the re-introduction of the system is an extremetgresting momentum which is a very
rare occurrence at companies. In this case alsaatheal change in the managing
director’s attitude is a very interesting. Thisaisinique and highly intriguing occasion,
not replicable and difficult to compare with anyttielse.

In the case of Gamma the collapse of the Costbeak unique episode, highlighting
problematic issues and bringing considerationkécstirface.

We can conclude that both companies’ cases areueiraqud | have developed the

interpretations ex post, based on my subjectivights. This brings serious limitations

for generalization.
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8.4 Recommendations for future research

| can see crystallizing more further research dio@s as the organic continuation of the
executed research (next to perform similar datéectbns at more research fields to

further elaborate and check the developed conegtshe results of the research).

One of the highly exciting opportunities directlyrmects to the current research. To be
able to directly connect the results of this resleato the research and proposed
structuration theory of Orlikowsi and her colleaguene more step is necessary: the
system use and the change of the system as amadtber has to be explored, and
considered how they interact with the institutioeal/ironment of the organization. At
both companies we could follow the changes in tteegsses and rules which are the
consequences of the introduction of the informatgystem. Adding one more
perspective to the focus of the current thesis malassible to work out the detailed
process and this way to involve the structuration technology elaborated by
Orlikowski (1992 and 2000), Orlikowski et al. (19%nd Orlikowski and Gash (1994).

Already changing the research approach we can éxten knowledge on the social
dynamics of the introduction of an information st The critical approach could
yield several intriguing insights about the systewlere the use is very much
controlled. This would further elaborate the chaptiscussing the “Controlled use of
the system” how users live through this or howythey to avoid inconvenient
limitations. Further research could focus on thecpss of the social process as well:
examining the influence and power differences dfedent social groups. For this

inevitably a participative, ideally an ethnograpliasearch would be necessary.

A further step can be made towards the social factd the information systems,

changing the approach of the research. An inteigesjuestion could be whether the
national culture influences the routines develoded users. To measure this,

Trompenaars’ factor of particularity (Primecz ango$ 2000), the culturally defined

level of rule following, would be an excellent tooan we show connection between the
rule following in a society and the extent of tungpito workarounds?

We could also further examine how the top managstitide influences the use of the

system (this question was mainly brought forwardh®ycase of Beta).
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Appendix 1: The theory of Social Construction of Tehnology (SCOT)

In this Appendix section | review the theoreticadrhes, scientific basis and the basic

vocabulary of SCOT.

As Wilson and Howcroft (2005: pl18) point out, oneason to use a social
constructionist perspective is that “...it emphasisas view of technological

development as a social process thereby enablidgiagerstanding how social factors
shape technologies as well as providing a framevimrkinderstanding the context in
which technologies are displaced”. In summary we say that this is the perspective
which interprets the interaction of technologicatlehuman factors as a dynamics of

mutual shaping.

| introduce the social construction of technolo®CQOT) based on the Dutch authors,
Trevor Pinch and Wiebe Bijker's (1987) often-cif@dneering work. One of the central
elements of the approach is the temgiévant social groups (RSG). RSG means the

groups which attribute similar meanings and prolslémthe technical artefacts. This
process results imterpretative flexibility : different social groups perceiving different

problems will render different solutions to therts technological artefact.

Identifying homogeneous relevant social groups kesathhe discovery of a collection of
different meanings and interpretations of the s$iwand of the technology. Also,
conflicting viewpoints about how to resolve probterand use technology will be
unfolded. Therefore, SCOT suggests that what is&caess for someone can be a failure

(or disaster) for someone else. As Wilson and How¢2002) argue, using the terms
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‘failure’ and ‘success’ does not indicate “for whadhe technology presents itself as

such” (p239).

According to Pinch and Bijker (1987), stabilisatioi the artefact eliminates the
different interpretations of problems. Here “the/ lgmint is whether the relevant social
groups see the problem as being solved. In techgpladvertising can play an
important role in shaping the meaning that a sogialip gives to an artefact.” (ibid.
p44). Rhetoric moves therefore, play a crucial role in the unificatiof different

interpretations and can be means of power and mlztipn.

SCOT has also been criticized. An important crtiguas formulated by for example
Orlikowski (2000) saying that after stabilisatioie interpretatively flexible period
ceases and the perspective becomes deterministjc Qelikowski, 2000). An other
relevant deficiency is that the differences in powaationships between the single
RSGs do not get enough emphasis (Bartis 2007).addgion of the theory could bring

an interesting opening towards the critical paradig

The approach focusing on the social constructiontethnology suits well the
investigation of situations where the technolodye (system) does not fit the intentions
of the users (Mitev 2005). This situation is vewyrent in the world of modular and
customizable systems, as usually there is a véstahce between the purchased “turn-
key” system and the processes, the operation &ncdulture of the company (Cadili and

Whitley 2005).
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Appendix 2: List of interview questions

l. Introduction, introduction of research, nextpste

ll. Discussing the term workarounds (no examples!)

[1l. Questions:

O

O

For how long have you been working for the company?

What kind of tasks do you fulfil with the ERP syst2

To what extent can the ERP system support youy dairk?

How much do you work within the ERP system? (whatcpntage of daily
working time?)

Are you using any other software to fulfil your lgagluties? If yes, which one
and what is what you are doing with it? Why are wsing / preferring it? Can
you show it?

Who and how has developed these tools / tablesAdpheets? Who has shown
you these tricks? Have you changed something irotiggnally shown/ trained
table?

When and how do you refresh the data in the system?

What data and information do you need from othéms®hat way / format do
you receive this information / data?

Are your colleagues use these or other workarouBdsou need to co-operate
with others? Do you know somebody who uses diffenegthods?

Why are these workarounds good? What are they fpo@d

If you have questions regarding the system, whgadoturn to?

Are you satisfied with the system? What are thenndiallenges / issues /
difficulties? What is their root cause? Why do ybink you have to use this

system? Could you do it without the system?
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Appendix 3: List of interviewees per jobs per compay

Beta company

Initials Job

B. Managing director

S.TL Project engineer

H.I.C Lead project engineer

T.Sz[ Logistics manager

Sz.L. Project engineer

Sz.Z. IT manager

T.G. Warehouse supervisor

Cs.L. Production planner

Sz.B. Material specialist

Cs.M. Material specialist

J.l. Customer representative
Customer representative

Expatriot Finance manager

V.K. Chief accountant

Quality manager

Quiality controller

Shift leader

Assistant

[ = key user / power user

Gamma company

Initials Job

Anonym | Managing director

N.L. IT manager

P.A. Customer representative
A.E. Customer representative
B.R. Customer representative
K.N. Customer representative
K.A Buyer

F.Sz. Buyer

T.B. Commodity leader

K.G. Commodity leader

J.R. Sales manager

S.R. Strategic sourcing manager
P.J. Warehouse operator
G.F. Warehouse operator
K.Zs. Warehouse operator
K.P. Transportation specialist

Finance manager

Chief Accountant

Quality engineer
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