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Introduction
The cornerstone of my thesis is the non-payingornet whose effects contribute to a

relatively wide circle of financial problems. Thepic connected to non-paying
customers appear in more dimensions in the disgertédrom the additional credit
rationing of the supplier to the analysis of a getetrade credit portfolio.

The structure of the dissertation is justified by association connected to credit
rationing. The first part of the association leadsto the countries of the distant Third
World to the poorest of the poor.

Due to micro-lending, and especially due to theowation of group lending the
Lunbankable” layer has access to financing, moredive maintenance of the lending
institutes, the MFI's is assured in the long run.

The second part of the association is, that howtheiHungarian micro and small- and
medium-size enterprises (SME) could function asethgine of economic growth, but
the SME’s as this sector in the whole region aféesng from sub-capitalization, and
the lack of financing. According to many entrepraisethere are more entrepreneurs
who desire to have a loan at the given interessrdhan the number of credit applicants
who really receives the loan. Thus the suspicidsear that the sector faces credit
rationing. The relationship of bank financing anmddit rationing is already explained
by the literature that's why | have stepped forwanth one thought in theoretical
modeling. The other practical problem of the SME's- not only in Hungary — the
chain debt, the delayed fulfillment of payables. &ynbining the two problems | have
examined how non-paying customers increase thadrexisting credit rationing at the
market of the SME'’s.

Combining the two parts of my association preserdbdve, | am modeling the
question, whether the credit rationing caused kg tlon paying customer can be
resolved by one of the frequent elements of gremghhg, by joint liability.

Accordingly the first part of the dissertation isating with the main results of micro-
lending. The microfinance institutes, (MFI) are ai$y offering their services to poor
micro-contractors, who are forced out from the retudf the traditional bank products
and are left without financing. Parallel with theancial concerns, at the beginning, the
struggle against poverty motivated the actors efrtiarket; they have sacrificed their
sustainability for a long time. However in orderreach the double goal of financial

sustainability and helping the poor, these ing&utad to work out various techniques,
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since they had to finance clients who live fromirasome lower than a dollar each they,
without physical collateral. The glory of Mohamadunus, the founder of the
Bangladeshi Grameen Bank started at this point. Jroeip loans are processed for
those clients who were thought not to be able fotpair debt. They are made liable for
the loan of each other, while permanently increagiredit amounts are promised as
future loans. The construction manages informatiasgmmetry and moral hazard.

In the second part of the dissertation, firstly ill wresent the model of Jean Tirole
(2005), regarding external financing, when therenfermational asymmetry amongst
the parties, what gives wide room for moral hazdite answer of the financers to the
situation is credit rationing. Some of the cliemtil receive a smaller amount of loan,
when it is requested at the given level of intereshot every client who would be able
to repay a loan will have access to financinghére are value producing projects with
positive net present value and they can not bededrbecause of the lack of financing,
then we are facing with a harmful situation at tbecial level, therefore it is
economically reasonable to ease the problem.

In my model | am concentrating on firms, who negtemal financing and have non-
paying customers. In their case the informatiorfmanetry — which is generally
present in lending situations — is also increasgdiie delayed payment of their
customers and by the uncertainty attached to thection of their customer receivable.
As a result, moral hazard also rises with the mseeof informational asymmetry.
Afterwards in a reworked version, | will presentas own theoretical result, to what
extent the effect of the non-paying customer igaasing credit rationing. The model
can simply be spread to the delayed customers.

Amongst the own results of my thesis, there isrioglel of conditional joint liability.
During the analysis | am examining, whether joirability is decreasing credit
rationing, or the doubled liability is disadvantage for the borrowers, because this
construction puts additional financial weights berm. According to the result of the
model this latter effect is stronger, after examgnmore variations the conclusion is
robust.

The content of the empirical research had to besaeljl to the possibilities provided by
the database. Thus the third part of the thesiserdrates on a more general aspect of
the non-paying customers than previous chapteasalyze a trade credit portfolio of a
given firm. For practitioners, customer relatiomshanagers at a company this kind of

information is available, however for external @shers the paying history of
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customers is not accessible for research purpd$ed’'s why it meant a special help,
and gave me a chance for an analysis rarely sedheifiterature, when a claim
management company provided me a database.

The trade credit database consists of a customiolm (1398 items) of a real-life
company. The supplier is trading in constructiorienals. Besides the open receivables
from all the 1400 customers of the company, a eodroverdue amounts and an aged
balance of accounts receivable was also providéesd being stock variables, the
figures relate to one specific day in May 2009. Teeords, however, also show all
open and overdue accounts from one week earliewedls In addition to the agreed
credit limit, information (partly of a qualitativeature) on the customer, its manager and
its payment history also appear in the database 966 customers also the financial
reports are available.

The empirical analysis consists of three partstlyil am identifying the typical paying
habits with cluster analysis; | explore the typiagke structure of the open balances of
claims. According to the results of cluster anaydi define the non-payment of
customer as a delay longer than 90 days. The tefinfor the default on supplier
payable corresponds to the default on bank obbgatiwhere also the delay of 90 days
Is used.

As a second question | concentrated on the subilsamp the self-employed
entrepreneurs. | have examined the relationshijpeif personal track record and their
non-payment. | also tested whether non-paymenteiatad to the gender of the
borrower. This latter hypothesis was rejected ngyon the analysis, on the other hand
the behavioral variables showed significant corioaawith non-payment.

As a third step — using the methodology of banlaygbrecasting — | have estimated
logistical regression models to forecast the noywmnt of customers. | have estimated
models relying on the literature, merely built amahcial indicators; then | extended the
model with behavioral variables, and | also estedatmodels using principal
components consisting of financial ratios. Relying the results, the behavioral
variables are always strongly enhancing the classibn accuracy of the model, even if
they are used without financial variables. Howetler model built on the principal
components and the individual indicators worksetghtly on the training and on the
testing sample. On the test sample the principaipmments are more successful than

the financial ratios.
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Finally | close the dissertation with the summafyttee major results. An interesting

finding of the modeling chapters is the quantificatof the credit rationing connected
to the non-paying customer, and also the modeboditional joint liability.

| believe that the logistical regression modelsdmting customer non-payment are the
most important result of my thesis; since it pr@dadgome guidelines to the practice of
customer and claim management. It evidently hiditigthe importance of the

behavioral variables in the prediction of non-pagtnerhus the more wide-ranged
collection and application of these variables agpsrt the decision whether to provide
trade credit to a given customer. In the concludi@m going to present the further
research directions and also the most importardrétieal and empirical limits of my

thesis.
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1 Group Lending as a Possibility for Decreasing

Credit Rationing

In the first part of the thesis | am going to imlwce the revolutionary financial
innovation, for which Mohamad Yunus has receivesiNlobel Price, because his group
loans (from which the Grameen Bank from Bangladealde an effective portfolio) can
be important tools in the struggle against poveHgpwever, there were preludes to
Yunus’ idea; during the lending he used the infdrmmacumulated knowledge of the
members of the small local communities, while theug of borrowers was commonly
responsible for the credit. In the cited sourcestenauthors refer to the cooperatives of
the 18-19th century as a lending technique, wherehsimilar lending technologies. In
my thesis | won't elaborate on these constructipvisich are only preludes of Yunus’
idea in a wider sense), | will only concentrate twe theory and practice of the

microfinance and the group lending.

1.1 Micro Financial Institutions and the Lending to the Poor

In 2006 Mohamad Yunus has received a Nobel Pric@ifowork, during which he has
been serving successfully the poorest layers (wkonsarked with the ,,unbankable”
attribute). Experts claim the size of the markdtjol can be served because of Yunus’

innovations, is 250 million dollarswivw.mixmarket.org May of 2009.) The story

began in the seventies, when Yunus, who just returfrom the United States is
teaching Economics to his pupils in BangladesthatGhuttagong University, however
he felt a huge controversy (when walking on theett of the cities) between the pauper
crowds, and the taught economical laws. In 1972en¢ 27 dollars to 42 bamboo
excrement producing ladies, because he saw the cdymoverty (which stroke 80% of
the residents) in the lack of access to credit.

He founded the Grameen Bank of Bangladesh in 1988¢ch is giving out loans
(according to some authors) with a default ratel 684", to groups without physical
collateral, who earn less than a dollar each dégn@upta, Aubuchon, 2008) During the

! This data was taken from the years: 1985-199@irdich, 1999)
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past decades at the Grameen Bank and at its fokoagroup of credit constructions
were developed which managed to overcome marKatdasituations.

The service of those who lived in deep povertyr(eay less than a dollar a day), and
could only finance themselves from usury and otimformal credit sources was
accomplished; in the meantime the micro financeatsr, which is serving them was
born too, which is held to be the most importardneenical innovation for the last 50
years.

The micro financial cases are tightly connectechwiite struggle against poverty and
other social and developmental political questio?smongst the successful
constructions, the group loans bear outstandingitapce, which provided the initial
success of the Grameen, when instead of the physitiateral; they built on less
materialistic collateral, namely the reputation #mel trust of the people.

The statistics of the micro financial sector clgantove that the institutions working on
this field cannot only survive because of theirtyvitdeas. In 2008 only the Grameen
Bank served more than 5.5 million clients, managangredit portfolio of 5.2 million
dollar. The total size of the market according tpadl done by Microcredit Summit
Campaign was estimated to 67.6 million clients, \ah® served by 973 MFI according
to the data available at the homepage of Microfiseamformation Exchange (MIX).
The majority of the clients are from the pooresela of the world, they are those who
live under the poverty line, the bottom 50% of theome scale. According to the
estimates the MFI services have reached 41.6 mipiersons from the poorest groups.
The cited numbers suggest a serious market, wkigaved by the fact, that in 2007
the Standard & Poor published a methodology comegtie classification of MFI. By
this the results of the sector can be rated bya#ipects of the market and based on the
generated profit; this can make it easier for the nnvestors to enter to this sector.
(Sengupta and Aubuchon, 2008)

The thicker and thicker literature doesn’t spend mouch time by defining the term
microfinance. According to Ledgerwood (2000)he term (sic. Microfinance) refers to
provision of financial services to low-income cteh (Ledgerwood, 2000:1.p.)
Armanderiz de Aghion and Morduch (2005) in theifimigon specifically point out the
lack of the collateral and the own resources: Tieafinance isa collection of banking
practices built around providing small loans (typlly without collateral) and

accepting tiny savings deposit§fArmanderiz de Aghion and Morduch, 2005: 1. p.)
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In the definition of Sengupta and Aubuchon (200 $mall loans mean those, which
are not higher than 100 dollars. Moreover, theyndbmention the own resources and
the collateral in their definition. Arch (2005) Ims work is referring to the definition of
Seibel and Kumar, from 1998, who described the aofiltance as a distinct sector.
»Microfinance is defined as a sector of formal amhformal financial institutions
providing microsavings, microcredit and microinsaocg services to the microeconomy,
thereby allocating scarce resources to microinvestist (Seibel and Kumar, 1998. in:
Arch, 2005: 230. 0.)

If we stick to the literal definition and do noblo at the struggle against poverty and the
knowledge on social vocation, with which the reateets, when she/he is reading the
first book on microfinance, then we could list vedifferent practices, which are
covered by the mentioned definitions. SenguptaAmguchon (2008) are sensing this
problem, therefore they immediately cite Muhammadnis’ (2007) description,
according to this, next to the lack of the collateanother important element of the
microfinance is, that it doesn’t work because & tbgally enforceable contracts, the
system is working because of the trust of the partBut we have to note, that this (the
relationships in the small communities guaranteederation) can be true to the other
cooperative forms too, Ghatak and Guinanne (198®)bainging an example of this
from Germany, from the 1850’s. Relying on the cowsss besides the microcredit
many other services are parts of the practice,ethae saving possibilities and
insurances amongst the services provided by theofmancial institutions. We have to
point that these services are not available onbepthere is a permanent supply for the
consumers who are ousted from the market of thiktiwaal bank products.

According to my opinion the goal of the instituteomt this market — , what is to
improve the life of those living in deep povertyhavmost often are women; to create
the financial potential for self-employment anddsting — evidently distinguishes the
microfinancial institutions (MFI) from the profit aximizing actors of the economy.
Currently the profitability as an aid for sustaiiiép is the primary goal of the MFI's
chronologically, but only a secondary goal, if we Bboking at its importance for them.
The two basic models which are competing with estbler amongst the MFI’s is group
lending and individual lending. In the field of th@an, specifically within the group
lending the Grameen Bank’s (which is the most sssfcé at this field) gave out the

loans to groups of five people. Since then quitkeént practices have spread, however
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most often the institutions are picking from théldaing elements, when making a
group lending construction.

If the credit is not given out in one payment, heerethe clients can receive it in
packages following each other, but only if the gromembers were repaying
punctually, then what we are speaking of is sedaleleinding. The literature for a long
while has only seen (within narrow limits) this #ee model of group lending: the
members of the group, after all of them have us$eir toans are jointly liable for
paying back the installments on time. If ther@idy one group member, who doesn’t
pay on time, the bank will take the whole groupf &isey were all default. Therefore for
those members who cannot pay transitionally, theeromembers have to pay the
installment.

Both the group and the individual lending contaire tfollowing element, if the
borrower (in our case any of the loans of the gyalgesn’t pay back the loan, all of
them will lose the potential for later loans (witontingent renewal). The group
members are always paying back the installmentthegeusually, when more groups
meet up.

Theindividual lending, which is amongst the services of most MFI's dddsave to be
introduced, similarly to the practice of the comaogr banks the borrower is only
responsible for her/his own loan. Naturally in th@nstruction it is also true, that the
loan can only be renewed if it was successfullyl foeck.

Besides the differences of the basic models, whrtse from the differences between
the group and the individual lending there are memyimon elements, which can be
found in the functioning of all of the institute®inha (2003) has collected the attributes,
with which all of the MFI clients may meet.

« The practices of the different institutes are nd¢ea whether they permit the
clients to use the loan for consumer purposesinbmiost of the cases starting or
already functioning micro companies have to spéedudged amount of money
on working capital or on fixed assets.

* One of the difficulties of the microfinance is th&om the traditional,
commercial banking’s point of view the MFI's clisndire not credit worthy and
they do not have collateral. Thus the MFI's arevmimg the micro loans
without physical collateral. It often happens thlarring the time, while the

borrowers are paying back the loan can gather sawimgs, so later on; they
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are accumulating some collateral for the loans laispread method both in the
individual and in the group lending constructiohattthe reputation of the client
in front of the community, and her/his social relaships are taken as one sort
of collateral. They do not possess value for thekbavhich they could change
for money, but their information content can be amant during the lending
process. What is more important, that the collatisranot only enhancing the
recovery rate, but also increasing the paying ti@e because it is important for
the borrower, therefore she/he is afraid of losingrherefore in some of the
cases the banks are asking for collaterals, whrehoaly important for the
borrower, the MFI cannot gain valuable money framhowever its incentive
effect is advantageous even for the bank. (Thigdcba for instances the only
goat, or cow of the family, or a furniture, whatvsry important for them)
(Sengupta and Aubuchon, 2008)

The amount of the loans is often lower, than what dlients have applied for.
However if they are applying several times for anjpothe amount they can
receive is growing each time they are doing sos Tireans, that the loans can be
renewed depending on the achievement of the edshes. When the amount of
money is calculated not the traditional creditwodiss is the basis, but the

history of the borrower with the MFI.

The interests, in cases when commercial banksnadvied are containing the
profit of the institute, and also compensating lédreler for the expected loss on
credit risk. Therefore according to the practidee expected credit loss is
countered by the interest. The MFI's face with ghler expected loss, than the
commercial banks, therefore their interest rateshagher too. Based on data,
from 2006 10% and 85% annual interest rates appedrhe supply of different
MFIs, but the typical rates were between 20-40% doyear. (Rosenberg,
Gonzalez and Narain, 2009) (I am going to writéhef debates on the interests

rates in later passages, regarding the sustaityatiiithe MFI's.)

If the borrower is not paying back the loan, thstilate will not give her/him a

loan again.

The relationship is not restricted to the lendiBgfore receiving the loan those

who apply for the loan have to participate at fregs or meetings. At these
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appointments the future client can speak abouhiseptoject with the employee
of the bank, or can improve her/his business skillbere it can be important,

they also talk about the equal rights of women @frebcial problems.

e There are also many meetings while the clients hayemy back to loan. Every
client has to present how she/he proceeded wekkinjghtly, or monthly, they
also have to pay their fix sized installment atstheneetings. At the beginning
there is a short moratorium for the clients to pagk the loan, but they have to
begin to pay it back in couple of weeks. Usuallg thaturity of the loans is

maximum one year.

* As | have written earlier, while paying back theahoin many cases the clients
have to gather savings too. The experiences telthas individuals who earn
only a small amount of money like to keep their eypm liquid forms, they are
using it to defend themselves from the ,income &kcBut in the practice of
some of the MFI's the capital gathered this wayntd be accessed by the
borrower for one or two years, thus the borrowemplsducing one sort of

collateral, while she/he already has a loan.

* On the other hand in special cases (accidentsyessl, or when great problems
are arising from the state of life (education, waddfuneral), the borrower can
get a support from the common capital accordinght practices of several

institutes.

The example of the Grameen Bank, who was the ifisttute to help those in need
were followed by many others, especially in the edeping countries. The largest
institutes are working in Bangladesh, India, Indbaeand Thailand. We can see a very
colorful picture, when looking at the supply sidetee MFI sector.

The palette of the specific country is very widenfr the development agencies,
foundations, traditional, profit based institutés, instance departments of commercial
banks who are only dealing with micro financingritormal initiatives. Arch (2005) is
dividing the supply side of the MFI's to formal,nseformal and informal groups.
Because | haven't found any other systematizatiorthe literature, 1 am going to
introduce his not too informative typology. Amondise formal institutes we can find
financial companies, for instance insurance congsmniesidential and commercial

banks, whose activity is regulated. The most ingrdrimembers of the semi-formal
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group are usually agencies, which are responsilde frion-state supported
improvements, or special, development banks. \&llagpneylenders even loan sharks
and other money lenders belong to the informal grou

In Europe the Union was the donor of many micronlgaograms, it has mainly
financed loans for SME Improvements. The USAID veatkn the U.S.A with similar
goals. Both the U.N. (United Nations) and the WoBdnk have micro financial
initiatives. The latter has created the CGAP (Ctasue Group to Assist the Poor),
many initiatives are connected to the U.N., fotanse the United Nations Capital Fund
(UNCDF), the Microloan and the United Nations Depghent Program. The EBRD is
giving out loans for companies, which are in costion the way of industrialization.
(Arch, 2005) (The detailed introduction of the Sfiegrograms and initiatives are not
part of the thread.)

After | have wrote on the functioning of the MFltimis subchapter, | am going to deal
with one specific kind of the microloans, to theogp loans. Not because | have
processed all of the diverse and very excitingditere on microfinance, since there is a
rich literature on the successful struggle aggmeserty, the financing of the MFI’s, the
fairness and rightness of the interest rates, maténtion other topics. We can find the
detailed introduction of this topic in the follovgnbooks: Ledgerwood (2000):
Microfinance Handbook: an Institutional and FinahcPerspective; Armanderiz de
Aghion and Morduch (2005): Microeconomics of Mignaince. However in the further
parts of my thesis, | am going to concentrate @ngitoup loans, because afterwards, |
am going to use the logics of group lending to nhdle lending of the companies in

debt-chains.

1.2 The Group Lending and the Group Loans of the G rameen
Bank

Amongst the micro financial services group lendmag an important role, and it is also
the target of professional debates, which are fugddthe name of the Grameen Bank,
which was established in 1976. The world foundatsivity so important, that the

founder Muhammad Yunus received the Nobel Pricé>face in 2006, for the struggle
against poverty. Perhaps, that's why the news ebgaldike a bomb, that Yunus hasn'’t
used the 100 million dollar donation of the Norvaegdonating organization, NORAD,

as it should have been used, according to thenaligontract. (Fulop, 2011) The details
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and the motivation of the attacks against Yunusnateclear yet; both of these factors
have strengthened the professional critiques of dbwestructions of the Grameen.
Despite that the professional literature has notd#el yet whether the group lending is
more advantageous than the individual, but in practhe supply of the institutes
moved towards the individual loans. (Hermes — LesR007a) Even if we take into
account, what was said above, the importance afpgtending is indubitable, and it
could be the first step in the lending to the pednich is coming before the individual
lending.

Although | have delineated the elements of the gréanding constructions in the
previous chapter, the survey of a practical modalloe necessary, to see how the major
statements of the theoretical literature work. Tasisn illustration, | will introduce how
the group lending works at the Grameen Bank, thiém tve overview of the literature |
am going to examine, what sort of explanations vséated, to verify the success of the
model.

Muhammad Yunus returned to his home to Bangladaf$ér, receiving his Ph.D. and
teaching for years in the U.S.A. However there wdsuge controversy between the
theories which he studied at the universities dedcircumstances in his home country,
what he could not explain to his pupils with hisremt knowledge. Thus he began to
search for the reason of the fact that 80% of tentry lives under the poverty line.
The answer is, that they won't get any externatees) therefore they cannot get loans
either, with which they could burst out of the wgs circles of poverty. At that time
Yunus lent 27 dollars from his own money to 42 wameho were manufacturing
bamboo products. After many falls and pitfalls adelovas developed, with which, the
financial institution established with the aid dfetgovernment, the Grameen Bank
began to work. (Sengupta and Aubuchon, 2008)

In the group lending constructions the clientsh&f bank are making up groups of five
people, where the bank let’s its clients to chateemembers of the group. The only
requirement is that they have to be living in tlame village, but closely related
relatives cannot be in the same group. In accoearith the norms of Bangladesh, the
women and the men are separated. Then all of thidingo to trainings for weeks,
where the employees of the bank will prepare themstart the business, what is going
to be financed. The clients are obliged to saveallsr amount of money weekly even
during the weeks of the training. If they have ngethto pass the training two group
members will receive the loan. The duration oflt/e depends on the size, but usually
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it is one year, where the repayment of the pridcgral the interest happen together
weekly at the group meetings. If the repaymentpprapriate to the contract, then
another two members of the group can get his/heam,Ithen at a third time the fifth
member can get the loan too. If one of the groumbess cannot pay the installment,
then the whole group is classified as non-payébrss they the Grameen Bank will deny
to give loans for them in the future. (Ghatak andn@nne, 1999).

The groups are compressed in to greater unitentecs; the primary task of the centers
is to treat to Group Fund and the Emergency Folihd.Group Fund is made up by the
obligatory savings, the disbursement fee (5%), lapdhe contingent penalties, which
have to be paid if the rules are broken. This acdated capital can cover loans, what
the members can use for special family events, fikeerals and weddings. The
Emergency Fund is made of one part of the inteyestira charge, and works as one
sort of an insurance, for instance it can be usexhse of natural catastrophes and in the
case of the death of the client. These Funds tegeitie suitable to cover the loss caused
by the non-payers, if the members of the specifmug cannot do so. (Ghatak and
Guinanne, 1999)

The practices of other banks, empirical works ia tineme of group lending helped to
investigate the needs of the poor layers, with Vewy income. Also the Grameen has
renewed its services, under the name Grameenhgsitoffered loans and savings with
more flexible conditions. The duration of the loar@ be renegotiated, if difficulties
arise, they can be lengthened, what also means utllecking of the group
responsibility, while keeping the dynamic incensivdhe clients, who have a higher
loan than 138 dollars can join to the pension fohdhe bank. To their monthly 0.86
dollar contribution, they will get an annual intsreof 12% during the 10 years of
mandatory duration. With this, the bank is provigdilong term resources to itself,
which’s interest expenses, are lower, than theestaevenue on the outstanding loans.
Besides all this, the group loan still exists & @Grameen; it is an important part of the
bank’s activity. (Sengupta and Aubuchon, 2008.)

The literature is describing the Grameen Bank’gioal loan by saying it is usingint
liability, whereas the bank’s lending practice is much noam@plex than this. The
group lending is working parallel with dynamic imtees (sequential lending,
conditional loan renewal), permanent monitoringtbg lender, where the clients are

making up their own savings during the duratiom tf@ expected losses.
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In order to see, by what sort of theoretical comsitions the Grameen Bank and other
financial institute’s loan constructions are workir will introduce the model of group
lending,. After this | will briefly sum up the litature of the group lending, and the

critique of the model.

1.3 One Period Models of Group Lending
The principle of the literature is going to be timarket failures occurring in lending

situations, because each of the authors thinkstligakey of the success of the group

loans is that they can successfully treat or deeremt least one of the following

mentioned market failures. Stiglitz (1990) is dtiag the problem of monitoring to the

enumeration below, which is introducing four markatures relying on Ghatak and

Guinanne:

* Adverse selection it is hard to distinguish between the low andhhrisk

applicants for loans, what can even lead to thakal@wn of the market. ( See
also: Akerlof (1970) , Tirole(2005) )

* Monitoring : Permanently getting in touch with the client aahtrolling can
help the bank to collect information on the actpatformance of the client. In
case of small loans this sort of monitoring carhbedly carried out because of
the lack of capacity and the high average expeiiSéglitz, 1990)

* Moral hazard: after receiving the loan, it is uncertain whettrex contractor is

going to use the loan to increase the net presdué\of the project.

* Auditing costs. if the borrower reports himself/herself to benkaupt, it is
expensive for the lender to make sure of the ieahtial situation of the client

and the efficiency of the project.

» Enforcement if the borrower doesn’t want to pay, especiallye are talking

about poor clients, without property, the bank @riarce him/her to do so.

Similarly to this, the literature is giving the folving general answers to the above
enumerated market failures, even though in theicodett questions there is no

consensus amongst the authors.
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Screening In the local society and communities relying the information,
what is accessible for everyone, the clients camallys estimate the

creditworthiness of their companions better, thenlianks.

Peer-selection the applicants after previously assessing eadherofare
organizing themselves into groups. Several autblaisn, that the groups made
this way are homogenous regarding the risk ofdae.l Thus, the risky client is
making a group with the risky ones, while the gadiént with other good
individuals, (this is called assortive matchindperefore it is easier for the bank

to separate the clients.

Peer-monitoring: the members of the group get noticed of theviiets of the
other members, because of the similar way of lifd the village community,

and this converts the spontaneous information gatipé a conscious activity.

Group pressure The non-paying client in case of common resgolisi is
delegating the weight of repaying to the other gromembers, for which he/she
can be punished by the group, the local commumity the society with social

sanctions.

Remission of the moral hazard the more successful monitoring, along with

more effective enforcement are decreasing the nhaizdrd.

Ghatak and Guinanne (1999) mention the decreasitigedransactional costs in case of

group lending used for instance by Hulme and Mo$l&96.) However according to

Ghatak and Guinnane the lowering of the transaatioosts can only be an advantage if

the projects have similar growth opportunities,ome structures and are at the same

area; in this case it is an addition to their argotm

The theoretical model of screening is not describeparately in the literature; it is

incorporated in the models of assortive matching.tle other hand the formation of

the groups with homogenous risk has a very widdemge. The summaries in the

literature all begin with the work of Stiglitz antarian from 1990, who introduced that

the moral hazards arising from asymmetric infororattan be dealt with, if the bank is

building in the joint liability to the contract. Ehdea of the homogenous groups appears

first in their works; thepeer selection(between “good” and “bad”) is done by the

clients with joint liability instead of the banketause of their own interests. Ghatak’s
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(1999) own and his common works with Guinnane pregsesimilar result, which is
supported by Morduch (1999) and Gangopadhyay, ®hata Lensink (2001). (The
latter three authors are cited by Fedele (200&dhermore Armendariz de Aghion and
Gollier (2000) have published similar conclusioAs.this time the bank only has to
choose from homogenous groups. It can do it byngivut loans to different clients
with different interest rates. Then the “good” lmavers are getting loans, with the joint
liability and low interest rate, and those who egalizing risky projects with low joint
liability are receiving the loans with high intereates. Fedele (2005) derives, that this
sort of lending is leading to separating equilibriat the market. The possibility of the
market breakdown can only be thwarted by the gremgling, because the bank is
encouraging its clients, to use the accessiblehioigien information, and to enunciate it
implicitly towards the financer.

On the other hand Sadoulet (1999, 2002) and SadaateCarpenter (2001) claim, that
those who apply for the loans are resolved to bgreous groups, what appears as
insurance and also as a diversification for theiggmrChowdhury’s (2006) work seem
to solve the question, who by using multi perioddels said that in cases of high
discount factor, i.e. low interest rate, the honmmyes groups are attractive for the
actors, in the opposite case we can expect thatdgegneous groups will be created.
The composition and the formation of the groupsbare primary importance for the
success of lending programs, because the othetisw@uof the market failures are
supposing an awareness between the participants fagliter social connection. That is
the reason why the method of group formation isnested to the suggestion of the
homogenous groups. There is almost a consensugyatitbe author in the following: it
is a mistake from the lender to form the groupanmadministrative way and to thwart
the functioning the presently described mechanisaturally, all of this presupposes
that the applicants have sufficient informationnfreeach other, what is usually the
attribute of the communities of the small villag&Shatak and Guinnane, 1999) Kevane
(1996) are referring to the failure of the prograexeimined by them (Burkina Faso),
where the group creation was directed by loan atn&tors. On the other hand the too
strong social ties between the group members shmilloided, the groups containing
family members, or those living in one househottltie lower repayment rates, because
of the possible collusion according to the paperAtdiin and Townsend (2003).
Meanwhile the composition of the group and the irtgoce of the acquaintances are

not as emphatic at Armendariz and Morduch (2006¢pling to whom group loan
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projects can work in city environments too, if #és a mechanism which can attract the
»,good” clients to the market. This can be achief@dinstance with the lower interest
rate. It is true though, that the too low intem@gé can endanger the sustainability of the
institute (Ross and Savanti, 2005). The selectidhegroup members and the tightness
and the quality of the relations between themaslileg us to the papers dealing with the
effect of social capital on group lending. | amrgpto discuss this issue in another sub
chapter.

After the group was formed from the applicants, rtiiero financial institute is sending
the money, and the borrowers are using it to thpgqme, what they have applied for.
Many institutes are giving out the loans to finagoerent assets to the family business
of the borrower strictly, however at other MFIs nesaare allowed to be spent on
consumption too. (Amendariz de Aghion and Mordu2BQ5; Giné, Jakiela, Karlan
and Morduch, 2006). In the first case the bankdaggh moral hazard: the applicant
for the loan can use the loan for other activitigsich are not improving the business,
or the paying back of the debt.

We meet with the theoretical derivation of this p@enon in one of the model of
Ghatak and Guinnane (1999) build in the framewdrgame theory. According to their
result the problem of the moral hazard can be slolvigh peer monitoring. The model
proves that better repayment rates can be achigiedhe group lending, than with the
individual, but the joint liability doesn’t work intself, the defining of the common
strategy is also a requirement of the high repaymegne. Even in a case where the two
borrowers can only examine costly whether theitraris following their common
strategy, it is still possible, that group lendiilsgbetter than individual lending. The
necessary condition of this is also deducted byt&hand Guinanne: the social
sanctions have to be strong enough against theaugerating partner, or the expense
of the monitoring shall be low. The discussion adrat hazard can be found both at
Stiglitz (1990) and at Varian (1990), most of therhture summaries are originating the
deduction of this aspect from them.

An incremental topic connected to the moral hazardhe riskiness of the loan
applicants. Stiglitz (1990), Sadoulet (200#)d Giné, Jakiela, Karlan and Morduch
(2006) all claim that the joint liability comparéad the strategies chosen in the cases of
the individual lending is decreasing thisk-taking willingness of the participants.
Safer projects can also mean more advantageouymepa rates, however if the

borrowers are taking a lower risk, they may berigsd to have a lower income too.
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Giné, Jakiela, Karlan and Morduch (2006) claim thiz¢ level of risk taking is
suboptimal, the borrowers are choosing too frequehe safe projects. Thus it can be
said, that the hazarding with the money of the bah& extreme risk taking, is an
appearance of the moral hazard, which can occumdlividual contracts without
collateral, but it can be decreased by group lohowever the extent of the reduction is
too high, it is suboptimal.

The unlocking of the moral hazard can be explasteall of the authors with the free or
low expensemonitoring. The monitoring in case of group lending is mowexn the
lender (who would fail with this task) to the boners, who are taking this lending task.
The main question of Stiglitz’'s (199(Feer monitoring and credit marketsWhat was
published in theWorld Bank Economic Reviei® whether peer monitoring as the
benefit of the joint liability can countervail treditional expected expenses, namely
the non-payment of group members what activatesjaimt liability of borrowers.
According to the answer the clients with lower rtaking shall apply for group loans
with a smaller extent of joint liability. They cagain on the reduction of the credit
rationing, and the increased amount of credit.

Besides the works of those, who | have referredStglitz, Varian, Ghatak and
Guinnane) the Banerjee, Besley and Guinnane (1843 relatively older writing is
unavoidable in this topic. According to their rasgroup lending is encouraging the
members for peer monitoring. It is important toenas Karlan (2004) is doing so, that
monitoring in itself is only a possibility. It cambhs the potential, that the group
members will be able to decide who “shall” be pbes, relying on their past
information of the others and the information gatide until the maturity. Thus
monitoring can only solve the moral hazard, if doésl and exemplary sanctions are
accompanying it. It can be explained with monitgrithat the literature is reporting of
cases, where the partner, who could not pay - lsecafireasons, for what he was not
responsible for - wasn't punished.

Following Karlan (2004), only theanctions coming after monitoring can solve the
problem of moral hazard. The sanction accordinGhatak and Guinanne’s deduction
should be formed in a way, in what the co-borroweas expect a high level of
inconveniences originating from the punishment e aalready when they choose their
behavior. On the other hand in practice it can kagdpat it is unpleasant for the group
members to punish the others, it cannot be compkdl the local, social norms.

Ghatak and Guinanne (1999) are mentioning an exarfiplm 1894, from lIreland,
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where the members of the loan construction havamtished each other for the rule
breaking behaviors. According to Chowdhury’s (2088phamic model the punishment
expectably is going to be carried out by the comigunf the non-payment is

endangering the “safe” loan of the others.

1.4 The Multi-Period Models of Group Lending
The group lending with the suitable constructioengnts doesn’t only mean a higher

repayment rate to the bank, but the clients willeha higher net cash flow too, as
worked out in the model of Lubloy, Téth and Verm({@908). However none of the
authors who are criticizing the group loans forgeetcite that in 2001 the Grameen
Bank, whose name used to be a synonym for the doaus, made its loan construction
more flexible, and like the other institutes (th&A\ Group from Bangladesh, or the
Indonesian Bank Rakyat Indonesia), it has creatpdrdolio with dynamic incentives
but without joint liability. The example of the Gna&en is fitting in well to the tendency,
according to which besides the group loans, thekatas offering individual loans in a
much greater proportion.

Unspokenly the conviction can underlie this, therest layers, whose ascent is served
by the micro financial market, in case of groupn®aan only access to one unit of
credit at an extremely high priéeThe traditional arguments, that for the fast, and
relatively save loan it worth to pay these high enges, because the group loan
programs are usually not the alternative of theapke individual loans, but the more
expensive usury loans, or the functioning witha#ns. The joint liability, one of the
central elements of the constructions, has workigld very different efficiency in each
program, while a non-paying partner put new weigbtthe other participants. It is not
surprising that, the joint liability is causing reidebates, whether it is advantageous, or
should it be used at all.

The connected literature is mainly concentratingtwn questions. Firstly, what are
those necessary elements of the group loans, venemaking successful the programs
besides joint liability? Secondly, most of the auth— whether at a theoretical, or at an

empirical level — are seeking for the answer, tiav can the incentives used in group

2 At this point, | reckon it is important to refresh the cqtad group loans. Although the joint liability is an importand &requent element of the constructions,
it is often supported by dynamic incentives. Thus it is misleatinconcentrate only on the joint liability, when criticizing the grémans. On the other hand,
joint liability is an emphatic element of the group solutions, theaesipn of individual loans compared to group loans caexpéained by the lack of joint
liability.
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lending be kept, if joint liability is taken outh& answers for two questions, which have
to be satisfying from the aspect of financial sunsthility too, are more or less covering
each other. The answers introduced here are exapdde already referred works
because these are modeling the examined problehinvat dynamic framework, and
building multi period models. At the following pagyéam going to discuss this sphere
of thought, referring to the works of the most imtpat authors.

Chowdhury (2005) emphasizes the role of sequelatialing and lender’s monitoring.
According to him these rarely cited aspects, whihalso present in the practice of the
Grameen Bank, play important role in the succesth@fbank. Duly to the sequential
lending in the groups (containing five members}tref Grameen at the start only two
members can receive the loan, then in couple oksvaaother two, and finally the last
group member can get it, if his/her partners hdready began to repay the installments
precisely. The lender’'s monitoring is taking platerainings before granting the loan,
then during the whole duration at the weekly megtiiccording to Chowdhury (as we
also know it from other authors), the requiremehttiee application of individual
liability is, that the expense of the lender’s ntoring should be low.

When speaking about the application of the growgmdo the experts claim, that peer
monitoring is much cheaper, than bank monitoringwéver relying on Chowdhury
(2005), it doesn’'t mean, that it is going to bdirea at the optimal level. In his model,
he derives, that peer monitoring is going to bdized at a suboptimal level, therefore
as an addition lender’'s monitoring is needed. Mwmg with too low intensity can be
avoided, if the bank is using sequential lendiranal or applies both joint liability and
bank monitoring. If only sequential lending is apgl lower repayment rates can be
expected, which can naturally be improved, by bagdin joint liability to the
construction. Thus relying on Chowdhury (2005) {diability is not the only way to
encourage the clients for monitoring, the problemmaral hazard can truly, only be
solved if sequential lending is also applied.

Chowdhury (2005) is summing up his results in thneemative suggestions, with
which he would like to give operative help to tmeation of group-loan constructions:

* The group loans can be built on sequential lendinggint liability and lending
monitoring. If it can be supposed that the monitgiievel would be too low (for
instance if there was a too loose connection betwke group members, see
earlier references), then joint liability alone Mriésult in low repayment rates,

and can cause the collapse of the program.
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» If the rate of bankruptcies related to businesksri@ndependently from the
moral hazard) is high, then joint liability is fang too high expenses to the
actors, and will lose its encouraging effect. Thane the group-loan program
should only contain the sequential element!

» If contrary to the previous point, the number of mientional bankruptcies is
low, then application of joint liability is suggest in group constructions
because of its positive, encouraging effects. (Glawy, 2005)

Chowdhury in one of his later works, from 2006kelmany other authors - is spreading
the one period models to a two period one makisghalysis dynamic. Due the built in
dynamic his results are serious innovations atebel of modeling, however intuitively
they are not surprising. Counter to his earlier gpa2005), besides the sequential
lending he is examining the role of conditionalda@gnewal, this time regarding peer
monitoring and the formation of homogenous grodpee author starts by saying, that
in the one period model the joint liability is tlealy device, which enables the non-
payment of the individual to affect the other memslieo. In dynamic games, there is a
potential created for the conditional loan renewaall for the analysis of the sequential
loan, which will result — without joint liability +hat the individual bankruptcies will
cause group level consequences.

According to Chowdhury (2006) in case of homogengnasips, the low expense of the
group lending is giving the bank the power, to stigate the riskiness of each of the
groups. By using sequential lending, it is enoughive a loan to only one of the group
members, and with his/her paying habits, the beinashi the whole groups attribute is
covered. The formation of homogenous groups, wipiddblem is not cleared in the
literature are solved elegantly in a dynamic framew besides the conditional loan
renewal the high discount factor is making the fidssfuture loans attractive, therefore
the safe clients are forming groups with their damd, while the risky clients can only
select members from each other. High interest thtes low discount factor is strongly
decreasing the credit renewal’s encouraging effeetd then the formation of
heterogeneous groups can be expected. At this thedbank cannot use the group
construction to cheaply measure the paying hakhetlients. Sequential lending is an
important part of his model, since within the giveeriod it works as an incentive.
Since the referred author is only examining twoiquis- therefore the validity of his
result is limited-, he can only guarantee with gesdition, that groups which are in the
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second period and won'’t apply for new loans, -imittodel- are encouraged to pay back
their loan.
According to his model the role of conditional lo@mewal are not evidently positive.
Its application is only purposeful, if the discodattor, what is used by the applicants
to discount their cash flow, is high. It is purpfgeo use it along with sequential
lending, if the discount factors are high, in thmposite case sequential lending should
be used alone. If the conditional loan renewahis anly element of a construction it
can easily lead to collusion. (Chowdhury, 2006).
Also de Aghion and Morduch (2000) have worked outyaamic model; they have
concentrated to the role of credit renewal. Theyehagreed, that in case of individual
lending it is expedient to maximally use the coiodial credit renewal, thus in case of
even one non-payment, the loan shouldn’'t be pravided the successful clients shall
get a permanently growing amount of money. Witls 8tatement they reach a different
result, from what Chowdhury (2006) had. Their moe@&kl conclusions are thinkable
because, the seriousness of the sanctions of tiditiomal credit renewal are strongly
weakened by the competing MFI's, who are presetiteaimarket, or by other accessible
financing forms. They, themselves are also writalgput this. (Of the effects of the
competition at the market of the MFI's see a dethilriting: McIintosh and Wydick,
(2005).) Their connected suggestion, the intradacbf other sanctions is needed in
order to keep the incentives, because the duo ¢r@ated a two period model, therefore
in the second period only the suspension of thiadudoans are not too threatening. As
they have shown with the Russian and the Albanxamgle, the physical collateral can
be the suitable, additional sanction.
It's not by accident, that the two authors haveltbai model relying on individual
liability; because the abstract conditions (fortamee one period) of the group lending
models deriving joint liability are not realistic@rding to them. According to their
suggestion if we leave joint liability, along withdividual liability it worth’s to build
group constructions. They claim that the advantagéise group loans, apart from joint
liability can be summed up in five points:

* In front of the audience of the group meetings,rtbe paying borrower will be

ashamed, like in the case of join liability. Thetection of good fame is still
going to be an incentive.
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* According to logistical aspects (at one time, aé @bace, many clients), the

collection of weekly payments could be more effexti

* At the group meetings the bank officer is still iamportant person, he/she can
gain informal information, while they are jointlysgdussing the results of each of

the participants.

* Those who are not experienced in business arengettivices and aid from their
partners and from the bank, during the meeting dasier to organize trainings

for the groups too.

* Finally with group loans, the banks can reach imtigls, who wouldn’t apply
for loans otherwise. It is especially importanttie case of women, that they
can face the potential difficulties of the lendipgocess together. Reaching
women is not only important because of social aersitions, but also because
it is sufficiently improving the repayment ratetb€ loans, if there are women in

the portfolio.
(de Aghion and Morduch, 2000)

Guttman (2007) like Chowdhury and the de-Aghion-Marh duo has also created a
dynamic model, in which, like Chowdhury (2006) amining the homogeneity and
the heterogeneity of the groups. His results ase ebnfuting, that joint liability used in
group loans would always cause the formation of égenous groups. He agrees with
the simple, one period model of Ghatak (1999, 2083l van Tassel (1999), but within
the two period framework, where contingent loarereal appears the separation of the
good and the bad clients not necessarily happetigerke are high project incomes, with
low extent of joint liability the result will be herogeneous groups working like the
Sadoulet cross-insurances. The explanation is thiealoss of future credit possibilities
is threatening the “bad” clients more, therefonetfem a safe, “good” partner possess a
higher value. Thus they are willing to pay moreattgood” partner to be in the same
group with that client, than a safe client, who d&aese of his/her high probability of
success will receive loans with better chancebkerfuture, for his/her financing.

1.5 The Results of Empirical Research
In the past decades, many theoretical models weegexl to describe microfinance, and

within this sphere, group lending. However regagdempirical research many authors
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believe, that the systematic tests of joint liapiland the other technical solutions
connected to group lending (such as sequentiaidgrehd conditional credit renewal)
have not been investigated in the literature y#tofthis does not mean that there were
no interesting and valuable works published on enfarancial institutes (MFI's) and
on the functioning of the group loan programs. Afieesenting the theoretical results in
this subchapter of the dissertation | will inclusteme of the practical aspects of group
loans. First of all | am going the examine the ltssconcerning group formation, then
after testing the above mentioned theoretical dainam going to describe writings,
which are analyzing the necessity of joint lialiliA particular subchapter is dedicated
to the social capital.

1.5.1 The Process of Group Formation and the Compos ition of the
Groups

The special task of group loan programs, which oarfre built on experience from
other constructions, is to form a group. Many goest arise from the number of the
group to its composition. Ross and Savanti (2008) pesenting the practice of the
Activists for Social Alternatives (ASA) which isrseng 76.000 clients in India, and of
CASHPOR, which is covering several countries inaAsn the mentioned programs,
before the loan would be sent to the person applionthe target group, he/she has to
participate in training; the groups are also fornhede. The groups formed at both of
these MFI's can only join to the loan program,hiéy passed on the so-called Group
Recognition Test. Thus, there is a kind of cliecteening from the side of the bank,
only its devices are more limited, than those o tinaditional commercial and
residential banks.

1.5.1.1The Mode of Group Formation
After finishing the trainings, or often during thehappens thegroup formation.

Primarily the institute has to decide whether itg@ng to supporspontaneous or
administrative group formation. There are many arguments supporting the former.
The theoretical literature doesn’t have a unifiganmn of the result of the order,
however its claim is, that the future group memhaisdecide how to form the group

on the riskiness of the others.
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Independently of the fact, that the particular atdhare expecting the creation of
homogenous or inhomogeneous groups, the modelaftapeous group formation is
desirable. This spontaneity can guarantee thaigbeare tight enough within the group
to perform the monitoring, and the execution of {hessible sanctions should be
exemplary, because of the risked social connectioNslin’s and Townsend’s (2003)
results are not supporting to put the members effamily to the same group, i.e. the
too tight relations should be avoided. Armendand &ollier (2000) are examining the
contrary case, when there was no previous acquaatbetween the group members.
According to his result the lack of previous acgtemce has not influenced the
repayment of the loan.

However several authors have said that if the bankorming the groups in an
administrative way, it can lead to the failure loé toans. Regarding the group lending
program realized in Burkina Faso Kevane (1996) Bagton (1996) both emphasize,
that it was a wrong decision to form the groupsimadministrative way. During the
interviews made with the clients of CASHPOR — whiglan institute like the Grameen,
functioning in Asia — Ross and Savanti (2005) methssituations, that the group-
members did not pay out the loans of the othergiot liability has failed. The given
reason was that the groups were formed by the ankaccording to the participant,
they did not have the possibility to choose thairtiper, therefore they did not pay
instead of them. Another reason was that the barowho fell behind with the
repayment, was from a lower caste, that's why he m& helped by the group. Sharma
and Zeller (1997) are suggesting the spontaneausatmn of the group relying on the
experiences of three MFI's from Bangladesh. Acaugdb the researches done by Gine,
Jakiela, Karlan and Morduch (2006) in Lima if timstaneous formation was allowed,
the payment rate of the simulated loans, were niigher, than in the opposite case.
Kritikos and Vigenina (2005) reached a similar teby using the example of the group
loans from the Georgian Constanta.

During the group-formation, the next decision isvhmany individuals should be in
each group. The successful example, the Grameerk Bangiving loans to
spontaneously formed groups of five borrowers,thatliterature is describing cases of
groups containing from 5 to 100 individuals. Théreme group, with a 100 individuals
is cited by Ghatak and Guinnane from a relativelylyework, (from 1982), from the
Owusu and Tetteh duo, who wrote on the loan progsa@hana. It is also them who

say, that even the groups containing 20 individaas too big (Devereux and Fishe,
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1993 in: Ghatak and Guinnane, 1999). The expeg®mere in accordance with the
expectations that the smaller groups are workintd Wwigher efficiency. On the other
hand the usage of larger groups is understandabtase of normal business, when the
borrowers are paying, the other members of thepg@n monitor the activity of the
others more easily, if there is only a few of thdmt the additional expenses related to
a defaulted group member can be very high. Theangd between these two aspects
was avoided by the practice of the Grameen Banlgregting a dual level hierarchy,
and the groups were ordered into centers, whidhancase of the default of the whole

group are secondarily responsible for the loanerdly their members.

1.5.1.2The Composition of the Groups
Finally, the last topic from the theoretical woriksassortive matching. We could see

from the previous chapter that the literature i$ aoified in this topic. The model
predicting the formation of homogenous groups seenise confuted by the work of
Sadoulet. Sadoulet and Carpenter (2001) in Guatemate examining 210 groups of
the Génesis Empresarial credit institute in a suceried out in 1995. The research
was trying to find the answer whether the hetereggnappearing during group
formation is the result of matching frictions, erii the result of more than coincidental
effects, the result of systematically worked outisien of the clients. The 2/3 of the
clients of the examined program using their freedorchoose, decided to choose group
loans. During the group-formation from the aspdctigkiness heterogeneous groups
were created, what can be explained with the dieméed for insurance. The risky
clients are buying insurances from their group maiéhe goal of this transaction is
expressly mutual profit from the high interest loé trisky project, and not the covering
of the shocks arising from sickness, weather ahdraxogenous shocks.

Sadoulet and his partner collected this anecdotsgliuhe query. The leader of the
group, who had been running a small clothes star@6 years, was in one group with
three young adults, around the age of 25, who wepay his installments too, if they
had enough income to do so. The leader of the granpevery case when any of his
three partners couldn’t pay back their actual ihsnt paid the bank the difference.
Besides the anecdote, according to Sadoulet anue@i@r the result — that in the half of
the groups they group members have helped eachiatkiee actual money deficit — is
also supporting the idea of the insurance. How#werlatter argument can be attacked,
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since the data do not mean, that the groups weegext with ex ante insurance purpose,
it only means, that ex post was better for suppgrtihe partners, than the default of the
whole group. Although as it can be noted from tamgle, in case of homogeneous
groups delayed payments are more frequent, thamnwiteterogeneous groups, and
significantly less members of the heterogeneousgg@an access other credit sources,
than from the members of the homogenous group.

Thus some of the practical examples confute thexguinenon of assortive matching,
therefore the separation of the “safe” and thekyfiglients is not necessarily solved by
group contracts instead of the institute. It isadageous that the empirical result in the
examined sample, has not worsened, but improveguhetuality of the re-payments.
On the other hand the recorded anecdote is wausnthat in case of group loans, the
free-rider behavior of certain group members cawghe poor members out breaking
of poverty.

Ross and Savanti (2005) partially and Wydick wh¢2001) claimed a conflicting
view, compared to the results cited so far, acogrdo which the participants of the
programs are estimating each other’s risk takingjtyalduring the group formation,
regardless of the result, which can be a homogemwua heterogeneous group.
According to the examination of Ross and Savart0%} the clients of the Indian ASA
and CASHPOR are not doing anything to estimatefithencial state of the others
(future group members) before forming a group. EWplanation is, that they have
known each other from before (it is true for 95%tloé examined cases), they have
information on the income sources of the other@qpGand in 27% of the cases they
also know the size of the previous loans of thehwydick's (2001) results recorded
in Guatemala found slightly different awarenesslyiRg on the interviews those who
choose to be group members, in 17.4% of the cases previously business partners,
in 63.8% friends, in 27.5% neighbors and in 14.5%ytwere distantly familiar to each
other. Wydick is interpreting the numbers, by sgythat the group-members do not
know of the financial state of the others satigfjynat the moment of group formation,
their relationships are from the other areas ef IBut in order to access to the loan, he
even accepts the not optimal group-compositionpraes sort of expense of the group
loan. Wydick in his work states that the screerohthe group members by each other
is ex post, it only happens after the group foromgtiand not before that, as the

theoretical models claim.
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Before however | would discuss the moral hazardshat comment is needed on the
composition of the groups. More works prove, thatmen- for example because of
their lower risk taking level, and because theyexgosed to social sanctions at a higher
level, | will refer to this at the suitable topicswill result in loan with better quality.
Kevane and Wydick (2001) in their work, which idyreg on data from Guatemala,
claim that the loans given to women are raisingviledi-being of the family better, as
the loans of men, who are often using it to aggvelsextend their business. The result

can be in relation with the risk taking willingness

1.5.2 The Moral Hazard and the Extent of Risk Takin g
The next widespread achievement of the theoretwoaks is that moral hazard can be

decreased along with the incentive system of tbemgfoans (Stiglitz, 1990) or with the
repeated interactions between the concerned clihtsiendariz de Aghion and
Morduch, 2000). It can be diagnosed without the ieog) works, that the reason can be
one sort of risk-transfer, the loss arising fronrahdnazard is dedicated to the clients by
the bank, but they have the advantage, comparédetdank, that they can motivate

each other better to the ,,appropriate” behavior taneach the repayment rates.

1.5.2.1The Ex Ante Moral Hazard — The Project Selection
Many authors identify the moral hazard with thet that the actors are carrying out the

riskier project. In case of micro loans an exangale be, when the shop keeper buys a
higher level of inventory, and hopes that he/shressll it, and the loan won't get stuck
in the working capital. At this time, we are spemkabout an ex ante moral hazard, the
project selection is done, when the loan is reckivet during the future duration. In
the cited model of Ghatak and Guinanne the selectidhe effort is the object of moral
hazard. In Tirole’s (2005) model we are gettingseloto the result of the empirical
works, when he claims, that the selection of pitsjewhich are making private benefit,
therefore they mean higher default probability isew moral hazard appears. Relying
on his researches done in Guatemala Wydick (2@0ddting the contradiction, that the
poor clients, who are well-known for avoiding riake not choosing risky projects —
according to other authors in some cases theyrdyewdlling to take lower risk, than

the optimal level-, instead in their case the mbedard appears, that they might spend
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one portion of the loan given for investment fomediate consuming, or spent to other
not revenue producing activities

The ex ante moral hazard was examined by Ross avah® (2005) by looking at the
selection of activities, which are financed fromaris. During the interviews neither the
clients of ASA or CASHPOR said that anyone shoutvehresigned from his/her
original project, because of the pressure of tleaigy because the others did not like it.
Struggling for diversification can also not be semmongst the group members;
however it happened that within one group everyohese the same activity. The
interest in the value of the loan of the others éasy is much higher: the group
members discuss in detail, how much loan they thwduld be realistic for each
activity.

Godquin (2004) relying on a relatively older survggom 1991-1992), which was
examining 1798 households in Bangladesh is desgiblie moral hazard regarding
project selection. According to his results théeddgnce between the loan’s duration and
the project’s expected pay off period is the appeee of the moral hazard. He found
that most of the loans, which seemed to be defhaltethe day of the expiration, were
paid back by the borrowers within a year. That'sywie concluded that moral hazard
appears, because projects with a high profit mangwve a longer payback period than
the loan’s duration in order to achieve a highefipr

Giné, Jakiela, Karlan and Morduch (2006) as partthafir research in Lima have
conducted games, which belong to the methodologyxpérimental economics, where
the typical decision making situation of the MFieats were simulated with different
conditions in their contracts. The authors examiaetbngst others the risk taking
willingness and how can the appearance of morardaze decreased.

Both with individual and joint liability, the reptal one-shot and the repeated dynamic
games were both carried out, in some cases allowmpitoring, punishment,
cooperation and spontaneous group formation. Adcgrtb the experiences of the
paper, unlike the individual contract, the buildingof the joint liability to the game has
increased the risk taking willingness by 1-2%, wiilie repayment rate — compared to
the individual contracts — increased from 68 to 88¥e explanation is the insurance,
which was also diagnosed by Sadoulet - if at least of the members is choosing the
safe project; it is already worth for the othechmose the risky one. There is a similarly
advantageous upswing is in the repayment rate (888 to 82%) if future loans are

contingent on the successful repayment in the cdsedividual loans. This latter
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contract is decreasing the extent of those whacho®sing the risky project (amongst
the players to nearly 30%). If we build in the dynaincentives into the game, besides
joint liability, then at the level of the repeatgdmes we will meet a repayment rate of
94%, and the risk taking rate of 49% will be highlean that of individual repeated
games (34%). Thus their results due to the conélachents of the group lending, show
the increasing of moral hazard.

This harmful effect could be countervailed with tBpontaneous formation of the
groups by the authors; therefore they believe that formation of groups with
homogenous risk is more probable. (I wrote of thesgjonability of this result on the
previous pages.) On the other hand, this lattertieol causes a much lower risk taking
willingness than that of the micro contractors afma. The clients did not want to
expose their personally chosen partners - who aneded to them with tight social ties
- to payment of additional money. Since if the yigkoject is chosen, it can easily cause
the selected partner to pay instead of the lateol@r. While according to Sadoulet’s
and partially Gine’s results the cross-financing g&rk between the participants, the
partners who are fair with each other are resigfiog the profit of this insurance, and
of the enhancement of the group income, when chgoie two safe projects. This
strategy is basically threatening the social gdathe micro loans, the outburst from
poverty.

Thus according to the researches the group loambath cause excessive risk taking,
like the appearance of moral hazard , and alsopgubal risk taking. This Gordian knot
was cut by Giné and his partners, by showing thagh repayment rate can be reached
by individual liability and conditional loan renelyéike in the case of group loans, thus
the problem of group loans and moral hazard caavbeled by making the individual
contracts dynamic.

On the other hand relying on the data of Table, lal.least in the cases of the
participants from Lima it can be said, that theugrdoans were not followed by bad
repayment rates, besides monitoring and dynamientnees a repayment rate of 94-
95% is reached. Thus the conclusion of the researchnnot be the failure of group

lending.
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Percent of Participants Repayment rate (Percent)
Choosing Risky Investment pay
Repeated Dynamic Repeated one-shot Dynamic
one-shot
games games games
games
Individual games 61% 34% 68% 82%
Joint liability 63% 49% 88% 94%
Joint liability — 61% 47% 90% 95%
Monitoring
Joint liability -
Monitoring - 68% 58% 87% 91%
Communication
Joint liability -
Monitoring - 69% 53% 89% 94%
Communication -
Partner choice
Joint liability —
Monitoring — NA 53% NA 94%
Punishments

Table 1.1.: Risk taking and repayment rate in d#fifé constructions
Source: Giné, Jakiela, Karlan and Morduch, 200&:

1.5.2.2The Ex Post Moral Hazard
Ross and Savanti (2005) instead of looking foregkeante moral hazard, were seeking

the examples of moral hazard after the financing wacided, this included 105
interviews with the clients of ASA and CASHPOR imdia. One of the aspects of this
can be, that the non-paying clients are becomisgl#ent due to their own mistakes.
According to their results the cause of these hartkres were never intentional, an
event arising from moral hazard, instead it wasseduby illness, extreme weather,
death within the family, or the income generatiammily members traveled away. In the
majority of the cases the group obeyed to joirtiility and paid off the missing amount
of the loan. When the paying problems of certamugrmembers became too frequent,
they left the group either from their own will, because of the pressure of the group.
The ex post form of moral hazardssategic default Besley and Coate (1995) built a
theoretical model, as | have referred to this egrivhat is explaining this phenomenon.
When those borrowers, who can and are willing tg pack the loan in case of
individual liability, due to the default of the @hgroup members won’t pay back their

loans, thus joint liability is decreasing the repayt rate. This phenomenon in Besley’s
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and Coate’s work can be prevented, if the tiedighe between the group members, i.e.
the ,social collateral” is valuable. Then even #esll pay back the loan to avoid social
sanctions, who would have gone bankrupt in the oas®lividual liability.

The study of Kritikos and Vigenina (2005) claimattithe effects of strategic default are
not important in Georgia. Columba, Gambacorta Ehstrulli (2008) examined the
appearance of strategic default in a sample gattdlrms with less than 20 employees.
If the firms activities are correlated, then thegncmonitor each others’ efficiency
especially well, so at an appropriate level of enlw the willingness to pay can be
increased, and the appearance of strategic défaulécreased.

The result given seems exciting at the first glimgsecause we would expect that joint
default is more frequent in correlated projects.ohlthis can be explained well with the
common, systematic shocks. Moreover if the borrevaee aware of this, then in case
of the default of only one member, many of themlddael to temptation to use the
existence of correlation to report default, becausdll seem credible for the outside.
Paxton (1996), who examined the groups of BurkiagoFin his dissertation, found
similar results during the interviews, however 8iteng solidarity within the groups
examined by him has caused a better repaymenovatall, than at the heterogeneous
groups.

All of this however does not mean that the stratedgfault did not cause a great
problem for the whole program. Praxton is alsorrefg to the model of Besley and
Coate and concludes, that in Burkina Faso the grame containing five persons,
therefore the income threshold, above which it tWerfor a participant to also pay off
the loan of the other group members is extremebremsed. Therefore it is not
surprising, that strategic default had a significaregative effect on the repayment of
the loans in Burkina Faso. The explanation coulthlkeempirical example of the model
of Besley and Coate. Because the participants titahgt the village’s peaceful social
life is more important than using serious sanctiagainst the non-paying borrowers,
therefore there was no such negative incentivechvitiould have scared away the
borrowers from strategic default. Many of the bareos had correlated activities, thus
they used the opportunity to report default in @ddsle way, and the strategy of non-
paying equilibrium was formed within the participaof the program. With this group
loans became unsustainable, as it was predict&ebley and Coate.

Hartarska, Caudill and Gropper (2006) in their gtad the East-European MFI’s claim,
that amongst women the strategic default is legailpo. Their explanation was that
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within that specific society women usually are lessbile, than men. Because they
probably have a strong tie with the local communiberefore risking these relations

are especially expensive for them.

1.5.3 Monitoring and Sanctions
After examining how the appearance of moral hazam be decreased no other topic

can follow, than the investigation of monitoringanstions and punishments. The
concepts are closely connected to each other, bedhie knowledge gathered during
monitoring makes it possible for the community exide who shall be punished with
social sanctions. One of the often mentioned adwgas of the group loans is that in this
way the monitoring, what would be hard to carry fautthe lender is given as a task to
the borrowers.

1.5.3.1The Mode and the Intensity of Monitoring
The common element of group loans, which is pregsemvery program, is that the

repayment happens at the weekly, fortnightly or thignmeetings. The purpose of
these group trainings and discussions is eviddm. formation of group consciousness
is helping the strengthening of the social bondsveen the members, and creates an
opportunity for monitoring too. Their advantagdhat the paying difficulties are going
to be clear soon, when the probability of a sudoégstervention is higher. At this time
the group can use the experience of all of its nesito solve the problem. At least, but
not last the group will be notified of the possiliin time) that it can happen, that they
will have to pay off the loan instead of their meargo(wholly or partially). Although
the literature does not emphasize this aspecthieurequent meeting with the presence
of the credit administrator makes the passive neonigj possible for the lender.

The frequency of the meetings is partially influegc the extent of the passive
monitoring of the lender and the intensity of tleepmonitoring of the borrowers. Both
the weekly, fortnightly and monthly frequencies @apin practice. Field and Pande
(2008) were examining the repayment rates of didiving in cities in India; they have
found that the mentioned repayment frequency didimituence the repayment rate.
However there were advantageous changes at thesclihey could avoid turning to
money-lenders, usurers to produce the weekly instaits, if they could produce it

within a fortnight or a month. According to the laoits further researches are needed in
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this topic, but they claim if both the lack of catmhal loan renewal, and the
replacement financing met at the same time, thendiécreasing of the repayment
frequency cannot decrease the repayment rate.

Regarding Ross and Savanti (2005) | have partiallghed the topic of monitoring,
when | wrote on screening during group formationcdyding to their research amongst
the clients of ASA and CASHPOR, 92% of the borravknow what their group
members spend the loan on. They can enumerateirhmiv loan was received by each
group member, and officially what he/she is plagrim spend it on. The data collected
during the interviews is supporting the advantagesvided by the group meeting,
mentioned in the previous paragraph. Accordinght liorrowers’ answers, they were
speaking about their business, their problems &nldeir future loan plans. 89% of the
women asked said, that the leader of their groupisging their stores and checks
whether they spend their loans an appropriate ®ag. type of this monitoring is when
not only the group leader but also the leader efdéntre or the group members are
visiting the clients. Whether the visit is done edplly with this purpose or during
spontaneous, everyday situations is not unifiedlikenduring the group-formation
when the preliminary screening relying on the comrknowledge takes place, during
the duration of the loan the group-members ar@vdotig each other’s activity, i.e. they
are carrying out active monitoring.

The paper on the researches in Lima, written byeGlakiela, Karlan and Morduch
(2006) was already cited previously. Although thesults are from simulated games,
and not from the clients of real MFI’s, it worthts get to know their reasoning. They
are interpreting the building in of monitoring toeir researches according to a dual
aspect. Because the strategic decisions of the@sactmcerning the riskiness of the
project are known by the partner at the end ofgame, therefore an originally risk
averse player can switch to a risky project, aftefshe has experienced that his/her
partner is also avoiding risk taking. The contréahyg effect of monitoring during the
researches is that it is giving enough space fersinctions; the selection of the risky
project can be avenged by the partner in the remxteg. Relying on the date from Table
1.1., this latter affect, causing the reductiomafral hazard is stronger, thus altogether
monitoring can decrease the taken risk and canawepthe repayment rate.

Praxton (1996) relying on his experiences in Buakitaso reports, that monitoring can
help to find the reasonable sanctions. Becausenirabers of the group knew each

other's business well enough, they were not pungleach other for bankruptcies
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arising from not foreseeable reasons, or becaus$ieasfcial difficulties. In the sample
of Alhin and Townsend (2003) from Thailand the easynitoring and the repayment
rate were in negative connection, to which the didonot find a sufficient explanation.
Gomez and Santor (2003) belong to the few empimcaks, who were studying the
effects of the lender’s monitoring. Their intergstender’'s monitoring can be explained
by the fact that in the chosen country, in Candaaprocessing of micro-loans were
carried out in slightly different environment, thére original MFI-target groups. By
studying the samples of the clients of Calmadow rbfetind from Toronto and the
Calmeadow Nova Scotia (MFI's) from Halifax they faba not significant, but positive
relation between the lending monitoring and theayepent rates.

1.5.3.2Sanctions towards the Non-Paying Members
The appropriate level of monitoring makes it pokesibr the group members to identify

those who broke the rules of the MFI or the infdrmarms of the specific society and
so they can use sanctions towards them. Accordintpeé professional literature this
sanction has to be ex ante credible and exemptagrder to have a retentive force to
prevent the rule breaking behavior. The sanctionlmathe breaking or loosening the
relationship with the individual, as a result it geing to be more difficult for the
entrepreneur to get access to any kind of resouaresthe members of the community
will be less helpful with him/her.

However the author reports, that the sanctionsfa&nwhich can have many reasons.
On one hand relying on the information gatheredngumonitoring it can be found that
the group member went bankrupt not because ofdrigsivn fault, on the other hand it
can be against the local, social norms, or incomverior the group members to punish
one of their partners. It frequently happens thatjointly liable borrowers believe that
the maintenance of the peace and the social netabitke local society are more
important, than the punishment. Thirdly the digitibn of the social capital influences
the mode and the strength of the punishment (Rdi $dstrom, 2001). It is hardly
credible that the community would exclude or breakery contact with the member,
who they are depending on economically, or from easther aspects, for instance
religious ones.

However besides the fail of the sanctions Ghatak@uinanne (1999) also mention the

problem of excessive and aggressive sanctiongyireggeto the works of Montgomery,
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Bhattacharya and Hulme (1996). According to thelsttited it happened amongst the
clients of BRAC (in Bangladesh), that the group rbems demolished the house of their
non-paying partner, and destroyed his/her assetsingtance the vegetable garden,
which was producing for the market. This behavias konsequence beyond the actual
physical damage. It is risking the social capithé cohesion of the local community,
which as collateral is enabling the group lendifidhe erosion and the drastic
restructuration of the social relationships cardléa the disintegration of the local

social order. (Montgomery, Bhattacharya and Hulh®§6)

1.5.4 The Alternatives of Joint Liability
Due to the restructuration at the market of theronloans the empirical literature was

broadened with a new topic. Like many other MFE t8rameen Bank started to offer
loans with individual liability. The expansion did individual loans is decreasing the
market share of joint liability. Mainly those gmuoans give their space to the
individual constructions, where the group membeesenconnected with joint liability.
Thus the empirical research has to investigateativantages and the disadvantages of
the group loans, firstly. The answer has to be dotmthe following question: why is
the repayment rate of group loans showing a moltred picture? From the failed
program of Burkina Faso to the 1.6% default rateh&f Grameen Bank the group
constructions can end with various results. After studies have shown, what are the
criteria of success besides joint liability in gpdending, then the question arises: can a
properly incentive construction be defined withgint liability what is considered to

be too expensive?

1.5.4.1The Transformation of Group Constructions after the Start of
the Lending Program
Firstly | am going the present the disadvantagdbefjroup loans, where | am going to

refer to the work of Karlan and Giné (2007). Thé¢hau duo also carried out researches
with real MFI clients, amongst the clients of Grdgsmk of Caraga at the Philippines.
The data of the games was recorded during 2004;20@bwas supported with surveys.
According to them the alternatives of joint liatyiliare important, but they enumerate
different arguments than other authors use. Amotgst disadvantages of group

liability they claim that the worst is the tensibetween the group members, which can
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lead to the erosion of the social ties within theug, and to the weakening of the social
network of the particular society. It is easy fbe trisky clients to chose the free riding
behavior, because there is a good chance thatshiirpartner are going to pay instead
of them, which on the other hand makes joint ligbery expensive for the “good”
clients. Thus besides joint liability the clientreiting can be difficult; since it is less
profitable for the ,good” clients to join than & for their riskier partners.

According to their result by only taking out joilbility from group constructions, but
keeping the frequent group meeting, the publicégd the mandatory savings, the
repayment rates are not decreasing, while thetumstican reach a wider circle of
clients. This claim of them was supported aftehgahg data for another three years
(Karlan and Gine, 2008) In case of individual lighithe tightness of the relationships
within the groups changed. Surprisingly the newdyngd members had a tighter
previous relationship with the group, than in ca$goint liability. The explanation
could be, that by taking out joint liability the ntiaipants were not afraid any more to
bring in family members or business partners to pinegram, with whom their
relationships would probably deteriorate in case aofpossible non-payment, if
individual responsibility was present. However, @lithis according to the authors did
not lead to a decrease in the repayment rate.

Giné and Karlan in one of their latter works (20@8)imed that the examined groups
were originally financed by the bank with join likdy; they were only converted into
constructions with individual liability for the sakof the research after the loan was
granted. Giné and Karlan (2008) suppose that §ps@ can not be neglected. However
the experiences collected between the first reBearpresented in the original paper
(2004-2005) and 2008, proves that newly joined meEmsiiproduced similar results in
both of the researches. Their explanation is t@&inbrms of those groups, which began
with joint liability, were followed by the new merats. As a further research question
they appoint, after how much time, in what sort soicial and macro-economical
environment can the programs with joint liabilitg Isuccessfully transformed into
individual contracts, and they would also examirethier the application of individual

liability is possible already at the beginning gfragram.
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1.5.4.2Individual vs. Group Loans, as the tools of Client
Differentiation

While examining the advantages of the individuad #me group loans and comparing
the two constructions, many authors have reacheohtanresting result. Accordingly
clients are not necessarily forced by the lenddryoany other circumstances to choose
group loans, but these applicants are coming frifferdnt segments of the market,
than those who apply for individual loans. Therefarith the supply of both of these
constructions more segments of the market can bered, thus it is reasonable to
sustain the supply of group loans.

Gomez and Santor (2003) examined whether the gootipe individual loans will lead
to higher repayment rates, amongst the clienth®iGanadian Calmeadow. Firstly the
concluded that different clients apply for the twonstructions. Group loans are
primarily chosen by women, clients with Spanishgioriand amongst migrants.
Individual liability is mainly preferred by men,didk people and those who were born
in Canada. They usually have a lower education,abligher level of business skills.
The incomes of their households are higher thannt@mes of the group loan clients,
and they are relying much more on the incomes géeerby self-employment, they
usually do not get any support from the state. iTeirting volume of assets does not
differ significantly from that of the group loanehts. The authors found many start-up
firms amongst them, however usually they were thaess of older and bigger micro-
firms, who had reached higher profits. Their averagpnthly income was a bit under
5900 dollars, whereas with group loans the averagathly income is around 2600
dollars.

After identifying the clients of the two construmts, Gomez and Santor (2003)
screened out the effect of endogen constructioecg8eh, they then examine the
development of the paying obedience. The frequeoficynon-payment at group
constructions was by 17% lower, than in case aWviddal liability. The result is stable,
if the effect of the different client circles isrioolled by the calculations, since the
borrowers of group loans have such a loan size sawib-demographical attributes,
which leads to a low probability of default evenarsimple scoring model. If however
the default occurs, then the losses connecteddiapgloans neither in absolute value,
nor in percent (what basically the loss given def@uGD) indicator describes) are

lower, than as it was examined at individual cartgaln the analyzed MFI's portfolio,
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the expected losses therefore can be lower in @ageoup constructions, because the
probability of nearly identical losses is lower ioes joint liability.

The cautious conclusion of Gomez and Santor (28)3hat group loans are selected
by those contractors, who are risk averse, andttent/est in safer projects, while their
risky partners freely choose the individual progsamo avoid the sanctions in case of a
possible default. It also happens that risky boe®mare not accepted by safe borrowers
as a group member and they do not have other pldgsiio find financing than
individual contracts.

Ross and Savanti (2005) carried out interviews asbthe clients of the Indian ASA
and CASHPOR. According to their results group loaese not selected by the clients
due to pressure, for many of them the individualtacts were also available. From 45
women — who were asked — 36 said that they do ot wo switch to an individual
contract later on, even though they were planningpply for larger loans. They claim
it is advantageous to share the risk within theaigrahey can speak about the successes
and the failures of their business. If they geb intomentary money troubles, they do
not have to look for informal lenders, since thgartners - as from ex officio - will
finance their installments temporarily.

Vigenina and Kritikos (2004) are comparing the nisae individual and joint liability
relying on the example of two MFI's working in Gega, the MBG Batumi
(Microfinance Bank of Georgia) and the Foundatibi®€ostanta. Their main question is
besides what conditions is one construction momamichgeous, than the other. Like
before they are identifying different target-growggmongst the clients of the individual
and the group loans, and they have not found agryssiwhat would suggest that the
clients only chose the group loan construction,abse they did not have any other
choice.

In their work they are presenting the model of witlial liability trough the usual
incentives of the individual contracts. The clisetections and the maintenance of the
paying obedience is solved by physical collateradl gold deposit by the already
presented MBG. One of the most frequent critiquemdividual liability is connected
to this practice, because the requirement of thgemrsive collateral is excluding the
poorest from the loans program, thus many authoggest that in the toolkit of the
MFI's it shouldn’t be applied. The examined MBGalsas a practice for information
gathering to broaden the circle of formal, finahclata, even in the case of individual

liability, which concern both the firm of the apgint and his/her private income. The
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visit of the bank administrator at the borrower&aibehold, the data from the repayment
of the earlier loans can both help to bank to sctitke client. Although Vigenina and
Kritikos (2004) do not mention how the bank hastlaik kind of information, when the
first loan to the client is granted.

Relying on their results in case of individual lidp the efforts done for screening will
pay off, and will decrease the further cost of namng. Thus according to their
suggestion the client-differentiating effect of thestly collateral does not suffice,
instead the lender should gather information alloatapplicants with the help of the
MFI's employees. Besides the physical and the galdhteral the conditional loan
renewal is also increasing the repayment ratelsea¢xamined institute, with which the
MFI is promising to grant larger loans in case ohgtual repayment.

The comparison of the individual and the joint iidgp is beginning with the
presentation of the construction of Constanta lyeXina and Kritikos (2004). Here the
clients are forming the groups, thus the futurerdwwers are screening each other.
Instead of the physical collateral the group presss the incentive for the punctual
payment, and also the conditional loan renewal agpevhich usually promises the
same amount of loan instead of a growing loan dike,the individual contract. The
authors conclude that physical collateral can sssfodly be replaced by joint liability,
but in case of individual liability it is a necesgaccessory of the contract. The size of
the loans in the group Constanta institute is 2200& and at the MBG, which is
providing individual loans: 965 Euros, at the exaad time. Their interest rates are at
the same level, which means that in order to ajupht liability, where the institute is
realizing the same interest rate on a smaller angiuloans, only smaller expenses can
be added.

This was accomplished when the selection, the mong and the forcing of payment
was transferred to the clients. All of this putlbofiof expenses to the clients, thus it's
guestionable whether they are choosing this coctsbrufreely, or not. According to the
author duo the group loan is not only chosen bgéhmntractors, who cannot offer any
assets as collateral. According to their resuléstibo institutes have different segments
of clients. The individual loans were chosen bysthandividuals, who had a dynamic
business (and were able to lead these), highenéssiskill, for whom the growing loan
size is important. They are sensitive to the expensf the loan, thus also to the
transactional costs connected to the group loans.gfoup loans are advantageous for

those, whose business is static, and who are ongriyut projects of the same size,
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because of the quality of the activity or becaus¢heir own business skills. Those
future, dynamic firms, which do not possess physioateral actually can only turn to
Constanta, what is only offering group construcioHowever it can seen, that when
they have collected enough collateral, they wilitsiwto individual loans. The group
loans are specifically making it possible for theambe part of the loan programs, by
bursting out of poverty, and be able to grow aftexy were in the stagnating phase.
Their result is identical to Madajewicz’s studyagcording to which those firms are
growing dynamically, which were taking individuaains, however he also presents,
why group loans shall exist.

Vigenina’'s and Kritikios’ (2004) message, whiclofsgreat importance, and what is the
conclusion of their paper, and the finishing thaugh this chapter too is, that the
common presence of the group and the individuallitg at the Georgian market is
making the path of the local contractors indepehétem their starting wealth.

Relying on these the joint and the individual liapiare lending techniques following
each other, thus till there are clients on the miarkvho cannot be financed by
individual liability, or there is a MFI-target-grpuwho prefer joint liability, because
according to them its a safe way, till this timeénjoliability is of a device of great
importance in the struggle against poverty andrfggrovement.

1.5.5 The Role of Social Capital
During the lending process of the MFI's (micro fic#al institutes) the level of the

repayment rate is a rudimentary issue. The riskingsthe loan portfolio can be

measured with the expected loss (EL). EL is madeolighree constituents: the

probability of default (PD), the ratio of loss iase of non-payment called loss given
default (LGD), and of the size of the loan calleg@&sure at default (EAD).

The institutes in their constructions are usingraets which influence one ore more
elements of EL in a positive way. This could be tlequired collateral from the

borrower; its form can be property, cash, stocksa waluable object. The primary
function of the collateral to reduce the loss isecaf default is evident. However the
accomplishment of the collateral need - what is alsign towards the bank - helps to
select the potentially good clients.

If the collateral is valuable for the borrower, thide paying probability of the client is

increasing too, since he/she is carrying out seriefforts, in order to keep the
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collateral. The innovation of the MFI's is, thatlife two latter functions of the collateral
are fulfilled, then such a construction can be mad&ch is screening the clients, and
increasing the repayment willingness of the seteaigents. Therefore the banks in
certain cases are asking for collaterals which aary valuable for the clients. This
could be the family’s only goat, cow, or furniturghich is important for the family
(Sengupta - Aubuchon, 2008). However most frequehe collateral is not even a
physical object, instead it is the reputation o€ thorrower, the honor, what is
surrounding him/her in the small village communityis/her social and family
relationships.

Usually the social environment of the borrowerprisnarily important in case of group
loans. This valuable, but not physical form of atdral is referred by the authors as :
»social capital”, ,social ties” and ,social connaxts”. It is not the purpose of this short
sub-chapter to define social capital in a detail@y, however this sort of basic works
can be Coleman (1988) and Portes (1998), and wealsanread about the network of
social ties in Scott’'s (1981) work. On the follogipages instead of definitions used in
sociology | am going to use the definition from kar (2005)'s work. He defines
»social connections as the links and commonalities bind a group of people together
and determine their social interactions.” (Karl&05:2.p.) In Karlan’s work the
information on the others, the possibility of infaation gathering and the ability to
influence the behavior of others can be all forrhthe social capital. Although Karlan
Is using the expression: social capital, other @asthave used the tightness of the social
ties in their papers. These are different conceptd, even without sociological
definitions we can feel the tissue of society,siiength, and its density is giving the
environment, what is surrounding the incentivesmaéro lending, it also fulfills the
criteria system of the model (which has spreadhm literature), or it is confuting it
before modeling could even start.

Social capital appears from three different aspictie literature. Relying on Cassar,
Cowley and Wydick (2007) there are three pointsvieiv: the tightness of the ties
between the participants is an important dimengbrihe social capital; the social
capital connected to the flow of information helps group loans; and the social capital
from the aspect of the success of the program Ig sgcondary. Thus social capital
contributes several ways to the success of groagrams. If the group can be formed
by the clients themselves, then the social capstalffecting the selection. During the

duration of the loan monitoring gets as easierigits the (informational) relationship
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between the members in their ordinary life. Morat#rd decreases because borrowers
want to avoid the informal sanctions based on tifermation gathered during the
monitoring, and they do not risk losing complex mection network, which is one
possible form of sanctions.

According to the results of Karlan (2004), who @arout researches amongst the
clients of FINCA in Lima, if the social capital grong then the selection done by the
clients and the monitoring cost less. Relying om dscertainment the strength of the
capital helps the poor to get access to the loarnstal. The amount of social capital
each client has determines to what extent his/bevily can be monitored, and how
effectively can he/she follow the business of thieers. On the other hand it causes
higher repayment rates in case of already procdeaed, because cumulated savings of
borrowers helps the participants to meet the regaymequirements. The reason why
social capital, just like the physical objectsotiner valuable, material things can serve
as collateral during the lending, is that the jggotints are as afraid of losing them, as if
it was a physical asset.

Those borrowers who possess more social capitamare likely to pay back their
loans, and their payments are also more punctualeder non-payment does not mean
that the social capital is lost. As | have citeébbe, the group members can differentiate
whether their partner went bankrupt because ofxéermal shock, or because of his/her
own mistake, and the sanctions are carried or mwtied out accordingly. The
phenomenon is explained again by the social capitaich connects the group
members, and it makes risk sharing possible betwesn.

On the other hand Karlan (2004), referring to Raitel Sjostrom’s (2001) work is
telling us, that according to the author duo thioskviduals who have a higher amount
of social capital are punished in a weaker wayaagsult for them the motivation
system of the group loans is not as effective. Aplaation can be that the punishment
of these individuals would weaken or cut the adagebus social connections of the
group members, which are bonding the members toptim@shable, but socially
embedded individuals. Thus the sanction would becertessively expensive. Relying
on Karlan (2007), following the sanctions the sbo@ationships transform. The non-
paying borrowers lose from the trust of the othard from their business connections
to a small extent, but more frequently than thpprapriate paying borrowers.

The Canadian researches of Gomez and Santor gisdt,réhat the individuals in a

group with a low trust level towards the other memnsbhad a lower repayment rate,
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than those clients, who were filled with trust ablg before the loan program. Their
result is limited, because the research did notéxa why the group members selected
each other, and they do not analyze whether theehigepayment rates can be caused
by some latent factor, what correlates with socagital.

Relying on the sources the high level of socialiteqs influencing the repayment of
the group loans, and at many point the lending geeadtself. Ghatak and Guinanne
(1999) report the contrary case, of the low levedaxial capital. In the rarely inhabited
areas of Canada and Arkansas, the level of groligasity within the group loan
programs where very low, because next to the evidgficulties of monitoring, the
relationship between the members was looser tothdse cases it is important to find,
what common motivation determines the behaviorhef members. In Malaysia for
instance the AIM program built in the common radigito the incentives. Thus the
repayment of the loans got a transcendent impaegtaftghatak and Guinanne, 1999)
Wydick’'s (1999) results from Guatemala also atti@banly a small importance to the
previously existing social relationships betwees ghoup members. He states that these
relationships will be formed during the monitoring.

By examining the data of BAAC (from Thailand) Ahlamd Townsend (2007) report of
the negative effects of the tight social ties. iThesult that there is a negative
correlation between the repayment rate and theakoapital can be hardly explained.
They have found if the tightness of the social @mtions and the cooperation between
the members prevents sanctions, then social tikgencte the group loan-constructions
in a negative way. If the social network of thegras made to serve the punishments
(by the participants), then the social connectioas cause the improvement of the
paying obedience.

The specialty of these sources is, that they daisetthe multi-dimensional meaning of
social capital, they do not differentiate its vasolevels and accordingly they have
different conclusions. The work of Cassar, Crondey Wydick (2007) is filling this
gap, and examines the effect of the several elesnansocial capital separately. The
trust in the whole society, the trust toward theugr-members, the trust relying on the
positive payment experiences, and the strengtheo&ttual relationships, which existed
previously amongst the group members is the folnichvmakes up the dimension of
social capital in the cited work. Cassar and hisneas carried out researches in South-
Africa and in Armenia. In their games the trustesgn the participants was measured,

they only began the game simulating the group laEteywards. According to their
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result the high level of trust amongst the groupminers, which was measured by the
guestion: “Would you lend (person x) 1000 drams8”of great importance from the
aspect of the repayment rate of the group. Thelusust in the other members of the
society compared to this is negligible. The growpth homogenous social position
were usually paying back their loans at a highe, than the heterogeneous groups. In
South-Africa those who belonged to the same clamrmenia those who had been
living in the same area close to each other warentiomogenous by the authors from
social aspects. The mere connections did not infleehe appearance of the group, thus
according to Cassar and his partners the potesftsbcial sanctions does not belong to
the important constituents of the social capitddeif conclusion was derived from the
following: the minimal requirement of the executiai the sanctions is a loose
connection with the punishable person, which i¢edajmy acquaintance” category by

the authors.

1.5.6 The Realization of the Group Loan Programsin  the Developed
Countries

From the aspect of the thesis it is an importargstjan, whether the models of the
group loans which were successful in the Third \Warkn be applied in the more
developed countries. Since in the second part eftliesis my own model contains
certain elements of the group loan-constructionaml going to examine, whether it
worth’s to apply the joint liability developed farhird World entrepreneurs for the
Hungarian micro and small- and medium sized ent®pr(SME). Relying on the
previous chapters of my thesis there are pro antt&@rguments and therefore it is an
emphatic question, whether there is a possibilityapply joint liability relying on
empiric researches, to communities which are naodl rcommunities any more, and
there are not any traditional social framework dadse connection network.

Anyhow there can be a need from the countries, whoslustry is much more
developed than the Third World Countries’, but whasarket economy is at a very low
level compared to the western countries. For imgtade Aghion and Morduch (2000)
have shown trough the example of Russia, Albantsin& and more post socialist
countries nearly 10 years ago, thus not only theepyp of the potential clients can
cause the lack of collateral. There can be ingtibad limits of the bank requiring costly

physical collateral from its clients, who can sigttas way that they are going to be
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».good” clients, the collateral incites them to pand in case of non-payment it
decreases the loss of the bank.

If any of the followings is missing: rules conceg property rights, the bankruptcy
laws, or any laws concerning the functioning of i@k, or if it's not appropriate, than
the banks cannot effectively use the potentiahefdollateral. The same result arises, if
the appropriate laws exist, but their processinglav and difficult, therefore the
rightful validation becomes contingent. Besides wealth of the potential clients the
institutional limits can also be the reason, whgtéad of physical collateral the
innovative lending techniques are applied, thus @n important question in any case
how to apply the group loans outside of the Thirdri/ countries.

Conlin (1998) sums up in the following five pointghy is it difficult to transfer those
constructions, which are working well in the ThidVorld to more developed
economies. It was easy to attach the more impoei@ntents of group loans to his five
aspects:

* In those societies, where group loans usually weel, the level of mobility is
minimal; the members of society usually live tHaies within the same village, where
they were born. Thus group pressure and the fesaractions is a serious motivational
force.

* In the examined countries the members of the spesotiety are doing very similar
economical activities, their micro firms are worgian similar projects.

* The future group members know each other from leefibrey can be connected to
each other in the local community by many ties.sEnvo latter aspects help to select
the ,safe” or ,risky” partners for the particulaagicipant during the monitoring and
group formation.

* The firms in the Third World are acting at a traergmt market; their business is
simple, while their companions from the developedrle have to face with more
complex environmental effects. Thus in the origicahstructions there is a strong
connection between the success of the firms anceffioets of the contractor. In this
case it is easier to eliminate moral hazard, bexdlis not appropriate behavior will

come to light at a high probability, due to theljable failure of the project.
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e On the other hand in the developed countries thdihg history of the firms is
available for the banks, what is encouraging thekbaor a more traditional credit

approval.

As many authors mention there are many unmappecstapout group lending waiting
for empirical researches; there are even less svaritten so far of the realization of
the programs outside of the developing countriésisTl can only refer to a few authors
when | present how the five enumerated aspectseptahwe transformation of group
loans, or to what extent the models have to betadap more developed countries.

A relatively earlier study from 1998 was written Bichal Conlin, who based his
studies on the results of the loan programs of @arend the U.S.A. He has built
theoretical models, which are in harmony with tiser@mical circumstances, and the
local empirical results of his own country, andgtihe models are able to explain even
these special, local aspects. When the study wamsthere were nearly 250 micro loan
programs running in the U.S.A., amongst these 5b alsed group loans. Conlin
presented only five programs, and he has deterntimednost important differences
from the Grameen model, which is used as a referpamt.

While the financing of the Bangladeshi clients isdevice in the struggle against
poverty, where the access to the basic health ahdtagional goods, and the
improvement of the quality of life and the outbuhsim poverty is the goal; on the
other hand the Canadian and the American prograams i increase the level of self-
employment and the willingness to entrepreneursifighe contractors. The most
important difference of these constructions is, parad to the Grameen model that
every examined program decreased the weight of jaipility - either already from the
start, or during the duration because of high defates (40%). In a case where one of
the group members does not pay back his/her |b@n¢dnditional loan renewal won’t
be applied for the other group members. Becausetbentractors have very different
businesses with complex environmental conditionstefore the training programs are
more emphatic before the processing of the load,the employees of the MFI's are
providing a permanent possibility for consulting foeir clients.

As the time has passed, the requirements towaedfitire borrowers became greater.
Besides the patrticipation on the trainings andftimmation of the groups participants
have to prepare a business plan which has to bewgip by the group and/or the loan

administrator. In certain cases full loan appli@atdocumentation has to be turned in,
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with which the future client is encouraged to stuwe his/her business plans. In parallel
with all of this the expense level of the Americamd the Canadian MFI's is much
higher, than their counterparts’ in the Third WoilBcause the decrease of the expense
level is a basic requirement of the long run sustaility, thus many of the examined
programs make the groups organize their weeklytnifgintly or perhaps monthly
meetings, and also provide a place for this. Ihfsotowards this direction too, that the
group members are deciding about each other’s &pgoilications, even if it can be
guestionable from the aspects of incentives andihinazard. (Conlin, 1998).

Gomez and Santor (2003) are examining whether ¢payment rates at the group
constructions or at the individual loans is more@aadageous trough the examples of
Calmeadow Metrofound from Toronto, and Calmeadowa\8cotia from Halifax. In
their work they do not write about the realizatmnthe programs and about the details
of the particular constructions, however from thsndy we might know that 21% of
the clients of Calmeadow were already registeredn@s-payers within a group
program, while the same figure was 41% in the idial constructions. 8% of the
whole loan portfolio was written off because of mayment, which is a high number
amongst the MFI's, however in North America, weldosay it is the average rate. Thus
a cautious conclusion can be derived from the da#d,the MFI'in the North American
societies are working with a greater loss, thair t@interparts in the Third World. The
reason can be, that in America the constructionsbeaonly applied in a limited way.
The loan amounts, just like in Conlin’'s (1998) casdiere much higher than the
amounts in the Third World. The group loans vargnir 500-5.000 dollars, the
magnitude of the individual loans is 1.000-15.08@q the averages were always 1.000-
3954 dollar. The duration can be from one yearougt months.

For Europe and the post communist countries theeestudies (Hartarska, 2003;
Hartarska, Caudill and Gropper, 2006), which toaohthe question of group loans. In
East-Europe and in Central Asia the MFI's facechwitusual difficulties, when they
began to work in the '90’s. In these countries eprteneurship and the business culture
was unknown, and the financial system also had ngapg, the donation institutes were
not restarted their activity in the society yet.eThtate was mistrustful with the
entrepreneurs, instead of encouraging the busatéssde; the state has over regulated
the firms’ functioning. Thus the entrepreneurs hadace financial and institutional
limits at the same time. Meanwhile the banks of ahea had to work within a strict

frame, because the bank sector was also regulatedadtheir important economical
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goal, which made the financing of the smallest §irharder. The MFI's had to begin
their existence in this economical sphere, and tadaily they were financing
themselves from loans in a much higher proporti@ntthe MFI's in the other parts of
the world, thus there sustainability and profit lmadimportant role from the beginning.
Perhaps this is the reason why despite their yageg(usually five yeas) the MFI's in
East-Europe and in Central Asia, had a higher medarin their loan portfolio (annually
35%) and why their operational self-sustainingigbiis better than the international
average. The return on the world wide industry fpbd was 29%, while the institutes
of the whole industry were usually older (9 yedd than MFI's in East-Europe and in
Central Asia , but their self-sustaining ability sv@% lower than that of the examined
region.

To sum up, in the examined regions the microniond models can be successfully
applied, although Hartarska and his partners aré mpresenting the concrete
constructions of the MFI's of their examples. Theegamine how group lending helps
the success of the MFI's, and according to theayais the fact of group constructions
significantly decrease the expense level of thengxed institutes, and contribute to the
profitability. This latter claim is, why their relési were mentioned in this sub-chapter,
what support the idea, that group loans can sutdlysbe adapted to more developed
countries, and they are amongst the factors, wdnietproviding success.

However the construction of group loans in thesghlyi industrialized countries can
differ from, what most of the people mean by itappropriately, i.e. the exclusive
model of joint liability. Joint liability is only ne element of the Grameen model,
sequential lending, conditional loan renewal arghbinportant incentives in the
Bangladeshi construction. In their paper de Aglaad Morduch (2000) claim that by
leaving out joint liability, by group meetings apdying in front of each other the group
pressure can be kept. Besides conditional loanv@rie growing amount of the loan
Is increasing the expenses of a possible defaulthi® individually liable borrowers.
The expenses of the bank can decrease if thertgairdre organized for large group of
borrowers and the bank employees can contact a farmber of borrowers at the same
training. Using this modified concept of group Isagroup lending is a well-working
practice in Macedonia, Bulgaria, Croatia, Romamd also in Poland and Russia with
those clients, who apply for loans smaller tha®Q.6ollars.

Lubloy, Toth and Vermes (2008) present four gronpriced models, of which | have

presented the Grameen’s loans earlier. The fadfithe group based student loans of
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the Yale University is explained by the high stadda@eviation of the future income of
the participants, thus the repayment schedule wemgly defined. Because the
borrowers — who were cross-financing each otheyans - did not know the other
participants, thus they could not encourage eabkraio pay back their loans. The
Hungarian Mikrohitel Rt (Microloan Share Compangppted the Grameen model, and
the program achieved a default rate of 30%. Théastexplain the failure of the
program with the lack of the social network and greject control. The model of
students loans can be described with logic sintdathat of group loans, a detailed
description of the topic is the Ph.D. thesis oflidger (2003).

The recent local initiative is connected to the tiiidgram Zrt. (“Egress Program”
Privately Held Share Company) non-profit organatiIn the pilot period of the
program (June, 2010 — June, 2012) the Raiffeisetk®8& the partner in lending, the
bank is granting the resources and providing thdifey service. The financing partially
made up of the Uj Magyarorszag Mikrohitel Prograhew Hungary Microloan
Program), is also supported by the European Uniod the donation of private
enterprises. 20% of the lending losses is takethbyRaiffeisen Bank, the other 80%
has to be covered by the involved guarantee fudilakly, May, 2010).

The target-groups were narrowed to four areas avftrent geographical attributes:

* Budapest, the Vllith district, Magdolna quarter

» the most disadvantaged agricultural areas - Hodasz

» less disadvantaged agricultural areas with infuastire - Igric

« small villages close to Miskolc and Ozd, where plopulation used to work in the
heavy industry (especially in mining) of the twdies

(Sourcewww.kiutprogram.hu Downloaded: February, 2011)

The construction is providing both savings and $ofam its clients, where those who are
applying for the loans for the first time can onlge the loan for income producing
investments. The amount of the loans is changiogrding to the needs, the repayment
starts immediately in weekly payments which ha®mnfof an annuity. The annual
interest rate of the loans is 20 %, on the savihganterest is lower with 5 percentage
points. The lending process is built on the Gramaaadigm, as shown in Figure 1.1.
It's important however, that joint liability is nopart of the construction; only
conditional loan renewal is built in to the prograloke the other MFI's the program

tries to form some non-financial basic norms amahg borrowers. Besides the
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avoidance of usury loans, the active participationsocial life, solidarity towards
others, conscious treatment of their own caseslétraining (if it's possible), studying
are all values, which are mediated by the progamatd the participants.

(Ujlaky, May, 2010 ang@vww.kiutprogram.hu- downloaded in February, 2011)

(Getling to know the environment, building the community

|

(Sroup formation

I

Rating of the business suggestions, advising the startup
ofthﬁ firms

i

The creation of the lending suggestion, defining the
orcer, the administration of the loan application

|

Professional training

|

Line-up process

l

Handing in the new loan applications.

Figure 1.1.: The lending process of the KiutpragréEgress Program”)
Source:http://kiutprogram.hu/rolunk/konstrukciodownloaded: February, 2011)

According to the interview with the program leaddl® local realization met several
unexpected obstacles. For instance it turned aitahe of the most successful looking
clients has tens of millions of debts towards thumgrian Tax Administration, because
years ago he gave home to a ,bill factory” at hisnpanent address (Ujlaky, May,
2010.)

About the edification of similar cases the prograimbmepage also reports:

. The members of the target-group had much more (yespired) bank debts,
than it was supposed.

. The expired debts of the target-group exceed thead level.
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. None of the firms can be started without formalla@ducation; this excludes
those from the target-group, who did not pass thet f8 grades of school.
(http://www.kiutprogram.hu/files/doc/88/beszamold.pd3  pages, Downloaded:
February, 2011)

. The providing of the legal framework is putting Bultnancial weight on the
borrowers (for instance the financial implicatioosthe employment), which hardly
enables to plan the business, even only theorigtidabcal contractors are unable to
meet the administrative obligations without the map of the field agents of the
program. (Ujlaky, May, 2010.)

For all of the above listed reasons the formatiérthe groups happened later than
expected, however in January, 2011 nearly 30 graugps functioning in the country.
The forecasted repayment rate of 75% is not mé&t0il thee default rate reached 44%.
(http://www.kiutprogram.hu/files/doc/311/interim-@p-2011-june-submitted-to-the-

european-commission.docDownloaded September, 2011)

1.5.7 Ciritiques and New Tendencies in Group Lendin g
In the growing literature of group loans the cstitave an important role. In chapter

1.5.6. | will sum up the more important theoretiesd empirical critics, and | will
present what tendencies can be seen in this topic.

Group loans as one type of micro-financial servi@esoften accused, by saying that it
doesn't realize Yunus’ goal effectively, namelyddes not realize the struggle against
poverty. These critiques are usually at a moreamestevel than group loans and they
are connected to the whole field of microfinancesits are difficult to judge because
there is not any accepted index to measure pouyefore its decrease can hardly be
interpreted. The MFI's are often accused by théowdhg charges: they put too high
interest rates to their clients, and they only ficea the better-off-poot layer. A
counter example is provided by Wenner (1995), whs bxperienced amongst the
clients of the Costa Rican FINCA that the “bettéfrgmor” layer tends to honor the
group loans of FINCA less, because they have adoesther possibilities. All of these
problems concern microfinance in general, thusJehanly mentioned them in the
beginning of the paragraph. | am concentrating han factors which are specifically
connected to the group loan program.
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During the realization of the group loans sever@g@ient client-complains were
registered in the literature. Although the condiaores really decrease the expenses of
monitoring and screening at the particular institthese expenses — originally taken by
the lender in an individual liability constructienhave to be taken by the clients. If the
residence of the clients is far from the locatidntlee weekly meetings, then the
traveling cost, and the time spent with travelimgl ahe fatigue’s alternative expenses
mean high extra expenses for the clients. de Aghioth Morduch (2000) regarding
three micro-loan programs in China report, that &4#he clients had to walk for more
than an hour to get to the group-meeting. The tspent on traveling and on group
meetings was usually over a 100 minutes. But terpmet the figures it is important to
know that the weekly meetings were also designechéasure the willingness of the
clients, and they function as a screener too. The 8lipposes that those firms will
spend their time on meetings and will pay the egpenwho are expecting high income
from their projects, thus it worth’s for them tovieaaccess to external financing, even if
the transaction costs are high (Kritikos and Vigani2005).

According to de Aghion and Morduch (2000) in thea@een model, and also in many
of it's followers the members decide about the sizethe loans during the group
formation, because that is the amount for whicly twél be jointly liable. All of this
can limit the growing potential of the micro firmi,negatively holds them back, and
prevents them from reaching a higher income lewel @so thwarts the possibility of
the outburst from poverty. This critic however igakened by the fact that Ross and
Savanti (2005) reached different results, non efitherviewed borrowers of ASA and
CASHPOOR said that anybody was made to modify higiral project or the loan
amount. Of course it is a question, whether thegmembers previously adopted their
needs to a level what according to them the othembers of the group would also
accept.

Although Hartraska, Caudill and Gropper (2006) kamaining the micro loan programs
running in Central-Asia and East-Europe have fotlrad the institutes offering group
loans are working with lower expense level, howewssre authors list the high
expenses of the loans to the disadvantages, whishdhbe paid by the donors or those
clients who live in poverty. (For instance: de Ammiand Morduch (2000)). The
traditional counterarguments are that for the quaic# relatively safe loans it worth’s to
pay high expenses, because the alternative ofrthwgpdoan programs are not usually

the cheaper individual loans, but the more expensisury loans, or the functioning
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without loans. But regardless of this counterarguiméet's see the results of the
researches, which concern our topic!

Bhatt and Tang (1998) in their study analyze iradl¢he transaction costs of the lender
and the clients. The advantages of the MFI's i®ating to them that they are offering
loans adopted to the unique local attributes, \ath transaction costs. The screening
and the selection of the clients, the monitoringl dhe pressure done to enforce
repayment is replaced from the lender - who wouttbably fail with these activities -
to the clients. Because the typical clients ofgh@up loans usually live in communities,
where the social ties are tight, therefore relyamgKarlan (2007) it can be supposed,
that the expenses of monitoring are much lowerethétran those of the MFI. Next to
their new tasks the clients have the advantagethiegt can receive a loan without the
examination of their creditworthiness, excludingngdex documentation, and they
don’t even have to provide physical collateral spmort their loans. Relying on these
arguments the group programs should run at a naweérlcost level, than they have in
reality.

According to Bhatt and Thang (1998) this phenomehas more explanation. Many
MFI's do not reach financial sustainability, thelyays need external donors, or they
are financed by loans, and the interest of courseases the expense level. Secondly
they claim, that the labor expenses vary from negm region. While in Asia one
worker costs 5.000 dollar, in the U.S.A. 25.000080. dollars has to be spent on each
employee. These factors can appear both at theigdil and the group loans, thus the
two arguments of the author duo cannot be wholtepted.

It varies from institute to institute, how much lglifrl can spend on client recruiting, on
the access of the poorest segments, on trainingseband during the duration and on
consulting possibilities. We have seen, that in eaoh the constructions even the
providing of the location of the trainings is tresk of the clients, however the other
extreme example is, when the employees of the baalconsulting with each of the
clients separated to assure the client's succeks. different studies, which are
supporting the opinion of the higher or lower exgeEnof the group loans compared to
the individual ones, are not mentioning these irgrdar constituents of the
constructions, when they are presenting their tes@hat and Thang are referring to
these aspects, when they are explaining the suoceiss failure of the American group

loan programs, which were not understood by others.
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After presenting the real and the hidden extra egee of the clients and the transaction
costs, let's see some thoughts on the sustainabiilithe loans. Since more and more
MFI's are working in different countries of the viar and the financial resources,
especially the financial resources cheaper thanmmiuket based financing are replaced
by loans or other kind of liability every institutas to work besides a dual goal: both
financial sustainability and the access of the datgoossible layer of the poor are
necessary. Relying on Hermes and Lensink (2007thd)exemplary Grameen Bank
was not always self-sustaining; from 1985 to 1988duld have had to lay out loans at
an interest rate of 75% in order to reach a profitgin of 0%. By today the MFI's are
forced to produce profit, that is the reason whysitan important question whether
group or individual loans are serving profitabiliigtter.

According to Cull, Demirguc-Kunt and Morduch (20@Mongst those institutes which
are offering individual loans there are many saltaining institutes who do not need
donors. But their circle of clients has also chahgempared to the other actor’s of the
market. The ratio of those who live in deep poventyl women are lower within the
individual loan portfolios, than it is in case ofogp constructions. The so called
mission drift (Ghosh and van Tassel, 2008b) is @aflg emphatic, if the MFI offering
individual loans is moving on a quick growing traekhich is not frequent at the level
of group constructions.

Although the individual loans, if the loan intereates exceed the level, which would be
acceptable for the clients, it will lead to an ma&se of the expected loss of the bank.
This phenomenon cannot be noticed at the group llael, which is explained by the
authors with efficiency of monitoring and group ssere. Relying on these Cull,
Demirguc-Kunt and Morduch (2007) claim that it ispecially important, that at the
level of a particular MFI and the level of the wlahicro financial market group and
individual loans should be balanced.

The trade off between the access to the poor astdisability, the connected critiques,
the weaknesses of the group loans and the consiesesf the models could be listed in
a more detailed way. In the chapter, which waducing the empirical results | have
presented these results too, which fully or pdytiebntradict to the predictions of the
theoretical models, and could be rightfully listathongst the critiques of group loans.
Such questionable point was the homogeneity of ggoar the execution of the
sanctions. Those cases of ex post moral hazarcaeggp@s a disadvantage, when the

individual was able to pay, but he/she could natecdnis/her partner’s loan too that is
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why even the individually solvent client reporteefalilt besides the model of group

financing. (Besley and Coate, 1995; Paxton, 1998jnAand Townsend, 2003). This

latter, additional moral hazard has to be treaged serious risk factor. However | won't

go into detail in these topics, as possible ciiitijpaints repeatedly, | have already
introduced them.

The critics listed so far are all connected to raization of group loans. However in

the professional literature the most serious @ilittopic was not the possible obstacles
of the realization, but the space loss of the gloaps. Earlier chapters introducing the
theoretical works, amongst them the multi-perioddeis are justifying, the decline of

joint liability, and explaining why individual pregms proved to be more sustainable.

Thus | won't cover these often critical, theoretiwarks once more.

1.5.7.1Thinking on the margin of microfinance — the blazeand fall of
Muhammad Yunus?

As | have noted in the previous chapter, the liteeaof microfinance and group lending
grows dynamically, and the judgment of these pnograhanges rapidly. The scandal
around Yunus, which burst out after | wrote thevmas chapters did not help in the
objective investigation of the topic. Because thesre no scientific reactions to the
news at the end of 2010 - that Yunus used Norwedyeration for other purposes than
intended - | believe that these do not decreaseathantages, disadvantages and
previous results of the group loans from a protessi aspect, they ,only” decrease the
fame of the Grameen Bank, which is an emblematitb®y of group lending.

However, | wouldn’t think that my thesis is comgleif | did not say a word about the
events of the spring of 2011 — when | was finishimig thesis — of the scandal around
Yunus. As | have mentioned scientific reactionsncanyet be reached in this topic,
that’s the reason why | have to use the internatioredia as a source.

On December 1st, the NRK, Norwegian National TV 1@t& broadcasted a document
movie, according to which Yunus had used the donathe NORAD donating
organization unduly. The donation was of a worthuadgg 100 million dollars.
According to the original donor contract, the capbghould have been used for the
processing of micro loans by the Grameen Bank, kew&unus has transferred the
amount to the sister company of the bank, to Graniéayan, what does not offer

lending services at all. Three days after the brasddthe Norwegian minister for
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Development and Environs, Erik Solheim quickly edefl, that embezzlement or
corruption occurred, however the fact that the tehpvas not used according to the
contract is not praiseworthy according to him. Aftes speech the attacks against
Yunus became stronger. (Chowdhury, 2010; Fllop02Bblgreen, 2011)

On the 4th of December, 2010 the Asia Times Onpaklished the correspondence of
the Norwegian and the Bangladeshi governments amii¥ about the events of 1996 in
detail. According to the article - and other newsblshed in those days - Yunus could
not give any acceptable explanation during one wbaut the fact that he transferred
the donation to the Kalyon company, and why wouldt tserve the struggle against
poverty better, than the originally signed usadaiscorrespondence was ended by a
meeting in April, 1998. Yunus, who was about tovétato Norway asked for an
appointment with the president of the NORAD in avgte letter, who according to the
Asia Times Online stopped the further questior@howdhury, 2010)

Concerning Yunus, the description of the eventmige advantageous in the further
articles, which were mainly based on the New Yoiknds from January, 2011.
According to them Yunus's human immaculacy is naiesjionable, but the
transparency of the Grameen Bank and the conneartkrprise groups has to be
solved in the long run, since Yunus, who is overcd0not be in a leading position for a
longer time. Than the creditability of the instéuwill be indispensable, after Yunus’s
fame will not be able to replace it. (Fulop, 20Pbjgreen, 2011).

The New York Times also interprets the resuscitatibthe story from 1996 as a part of
a systematic political attack. Since all of thisnctdes with libel trial, which happened
in the January of 2011, what was started by a lpoditician against Yunus back in
2007, because the Nobel Prize winner banker cdtbe@angladeshi political elite
corrupt.

Also recently ( spring of 2011) the yoghurt-falsetion scandal is actual. The goal of
the common program of the Grameen and the DanoedoMarce back malnutrition in
ten years. The environmentally friendly package #ral selling of the yoghurts will
also provide income for the Bangladeshi women. ddresumption of one yoghurt each
they, can cover the most important daily vitamird arutrient need of the children.
According to the charges from the February of 2Qhé,yoghurt is falsified and could
be harmful for the health, for what Yunus has ta@oourt. The judgment can be born

only in years.
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Parallel with the yoghurt-case the Bangladeshi gowent — as the owner of 25% of
Grameen Bank - began an investigation against tlen€en Bank at the end of 2010.
In February, 2011 the minister for finance warnathiys to resign. By returning to the
state of the 1980s’, the government plans to h@% éwnership in the bank (Polgreen,
2011).

According to the international media Seikh Hasalviazed, current prime minister is in
the background of the attacks. The personal ahtypaf her was trotted out in 2007
when Yunus seemed to start a political career;dsedven founded a party. Later on
Yunus gave up these plans, but since then Hasziaae@lVsees him as a political
opponent, who has to be defeated with every passibVice (Fulop, 2011; Polgreen,
2011).

The supporters of Yunus believe that this situattoregrettable, because the Grameen
Bank was not only the pioneer of the micro-loand,its more dedicated to the help of
the poor than many other MFI's, amongst them | halveady mentioned the extreme
example of Compartamos Bank MFI. The interest ratdee Grameen are not too high
compared to the interest rates of the other MRid tihe 75% of the Grameen Bank is
owned by the clients themselves, thus the majar @lathe produced profit is in the
hand of the target-group. (Polgreen, 2011) Theréutf Yunus’'s and the institutes
created by him is questionable now. In additionitherpretation of the events, which |
have presented on the previous pages, can change tlsere are more investigations in
process. Thus | look at chapter 1.5.6.1. of theighenly as a snapshot, which contains
the information available in April, 2011, howevérwon't change to claims of the

earlier chapter essentially, it is only an interestiddition to them.
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2 A Model of Bank Financing for Companies in the Casef
Customer Non-payment

In the first part of present paper, | provided aergiew of existing microfinance — and
more specifically: group lending — models and prasi empirical findings. Supporters
of these financial instruments hail group loanshesmeans of opening up the banking
services market to layers of the society which haveviously been considered
unbankable. It was the first part, as well, wheeereviewed the works concerned with
the feasibility of group lending in more developealintries. Hence the topic of the
second part: to what extent can the entire modedoone specific elements of it be
adopted in and adapted to the Hungarian economwt & time of writing the draft of
present paper (summer of 2009), experience abowlinlg activities targeting those
living in deep poverty (and successful projectpeegally) was far from abundant, | had
to focus on other topics. (Even though the goventtagKiut” (meaning: ,the way
out”) project was already in place when finalizithg@ manuscript of this thesis in April
2011, any conclusions would have been definitegymature.)

Accordingly, | started to look for a target groupt or at least (in their own view) not
sufficiently served by the domestic banking systério not intend to suggest that the
Hungarian SME sector as a clientele is perfectlynilar to the unbankable
microentrepreneurs of the Third World living on Hdlars a day, yet they undoubtedly
have to face credit rationing. Thus, in the secpad of the paper, | will first build a
model based on this empirical experience by furdiagpborating on Jean Tirole’s model
for external financing under conditions of informsat asymmetry and moral hazard.
Two factors rather typical in Hungary, namely lgtayer customers and defaulted
customers, will be introduced to the frameworkie todel.

Given the theoretical evidence for the obvious eigi®n that any customer-related
credit risk will also increase the level of credgk represented by the supplier which
then again reduces the maximum external financhagable to the supplier, | am going
to employ group lending models to examine a numifemstruments in order to
determine whether they might help reduce credibmatg. The motivation for doing so
is that a chain of overdue payables induces a hedeydependence of businesses in
terms of their ability and willingness to pay. Hig involuntary dependence indeed

exists, we should examine whether its ,instituticaion”, namely its introduction into
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the terms and conditions of lending, might helpaobtxternal financing. Let us find
out whether the requirement of additional colldtdran explicit form of supply chain
credit risk was included in credit contracts wob&lmore difficult for entrepreneurs to
meet than the terms and conditions of customizeditcfacilities.

Accordingly, | will develop model variants specdlty adapted to our domestic
conditions. | will also explore whether joint li#iby lending indeed facilitates external
financing or, as the critiques cited earlier sugggésather puts an unjustifiable amount
of additional burden on the borrowers. Model resulill be evaluated in terms of
general and customer-related credit rationing] tetdfare effect, the owners’ cash flow
and the bank’s expected profit.

Statistics about the payment morale definitely contthe relevance of the topic and
that it is worth building a model. According to tB8ME overview of the Institute for
Economic and Enterprise Research (GVI) publishedarty 2008, nearly one third of
the customers of Hungarian SMEs had been late palemg 2007, which also meant
the delayed collection of one third of their salegenue. It has become commonplace
knowledge that it is the construction sector whglmost severely afflicted by circular
debts. The picture is, however, somewhat alterethbyfact that some 49 percent of
total revenue in the economic services sector wdleoted late, exceeding the 46
percent figure of the construction industry. Forgéa enterprises, the proportion of
customers with overdue bills is lower, though ngh#icantly. The same holds true for
exporters. Thus, according to the data, it is thestruction companies, or at least those
producing for the domestic market, which are méfsicted by the delayed collection of
revenues. Which then again turns into a circuldt adehenever the customer’s delay
prevents the supplier from meeting its own lial@btas they fall due. In 2007 such an
event was reported by 42 percent of respondingrgges, in contrast to previous
years’ 30 percent figure (Papp, 2008).

Consequences might take the form of deterioratififciency indices (average
collection period, average turnover of payabledfjcdlties in liquidity planning (if
delays come unexpected) or weak liquidity (if it,aly” the delays common to the
industry). Even though trade credits are a widskdusource of SME financing in other
countries, as well, that does not usually disqué&IMEs from bank financing. Delayed
payments and circular debt, however, adverselycafenterprises’ chances when
applying for bank loans. In addition to the apptite own payment history, commercial

banks’ credit scoring systems also assess the paydiseipline of their major partners.
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This problem is anything but unknown in our regidihe 2001 study of Will Bartlett
and Vladimir Bukvic, for example, strived to iddgtthe barriers to SME growth in
Slovenia. Even though 49.12 percent of all respupdslovenian SMEs considered
delayed receivables a serious problem, the effedélayed payments was found not to
be significant in the study’s model of competitdisadvantages. The authors attributed
the factor's weak explanatory power to the phenaneaffecting the entire SME
sector, competitive and uncompetitive entreprenaliks.

Supplier payables and other short term liabiliges not only important in Hungary, but
also in the US, for instance, where their aggreatance makes up as much as 16
percent of SMESs’ all external sources (Udell, 2004dngary, however, seems to be
home to a distorted type of this so-called ,tradesdit. Earlier data, namely from
2006, indicated a significant improvement over ybar before, receivables amounting
to 42 percent of entrepreneurs’ total sales revgeue, 2007). Such interpretation of
this index, however, might be misleading, as a jpdrthe receivables recorded in
suppliers’ and contractors’ balance sheet mighenée settled; the amount belonging
to businesses having been liquidated in the meantuii most probably have to be
written down.

Jean Tirole’s model, set forth in Chapter 2.1,his tornerstone of the second part of
present paper. Chapter 2.2 introduces the defawistbmet into the model, who
decreases the expected revenue of the suppliejegts. The collection of receivables
brings about additional information asymmetry andrah hazard, as well. Given an
initial wealth A, a defaulted customer will reduce the maximum latéeé amount of
external financing as a result of these two factihg deductions will follow the line of
thought of Tirole (2005), extending the framewaskricorporate a problem that has not
been dealt with originally. In Chapter 2.3 | ammgpito present my own model that
introduces to the credit contract between buyersamgplier a conditional joint liability
only coming into force if the buyer defaults. Tinodel is one step ahead of Tirole’s
concept: applying a group lending approach, buper supplier — a slice of the supply
chain — are considered as a joint entity. Circdilsts in Hungary being at least as much

a result of entrepreneurs’ unwillingness to pay#ftheir inability to do so, | decided

% A trade credit is any arrangement to buy goodssawices on account, that is, without making
immediate (cash or wire transfer) payment but liirgpa due date by which the buyer has to sdtté t
debt. This date will determine the credit periodhjlesthe credit amount equals the invoiced amoting
cost of trade credits is usually expressed in cagtarly payment discounts or non-cash payment
surcharges.

* The model might be adapted for a late payer custémstead of a defaulted one.
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not to include in the credit terms a joint liakylitlause for the entire credit amount, as it
would even have increased entrepreneurs’ exposwgadh other. It is only the amount
of the customer’s receivable balance (or, fromdistomer’s perspective the balance of
its relevant accounts payable balance) that isreolviey the joint liability clause in case
the bank had to grant a second loan to remedyidhality problems of the defaulted
customer. The second part of present thesis wilblhaded off in Chapter 2.3 with the

robustness testing and the quantitative illustretiof the models developed beforehand.

2.1 Lending According to Tirole’s (2005) Model under @ditions of
Information Asymmetry and Moral Hazard

In Jean Tirole’s (2005) contract theory approabkre is an asymmetry of information
about the debtor’s willingness and ability to pafvieen the two parties, the borrower
and the lender, participating in the external feiag of enterprises. The lack of
information leads tonoral hazardand it is this information asymmetry that induties
phenomenon ofredit rationing as well.

| am going to prove the assertion about creditoratig strictly adhering to Tirole’s
(2005) line of thought. Even though in my own, wgmgd models | work with
continuous-investment projects, in this chaptenigoing to derive the model assuming
the simplest scenario: a fixed investment size gutojUsing this assumption, our
presentation of credit rationing becomes much neling. Decreases in the credit
amount caused by various factors can, neverthelessexamined presuming a
continuous-investment project, and that is exaloty | will proceed in forthcoming
chapters, too.

Let the entrepreneur in the model have a projegtirmg a fixed investment that
yields incomeR in the case of success (the probability of whishp), and zero
otherwise (with a probability of-p). Beyond normal business risk, the project is also
exposed to moral hazard. If the borrower behaved,is, he exerts efforts to make the
project successful; the probability of succesgs If he decides to misbehave or
,Shirk”, that is, he does not make proper use eféhterprise’s resources and his own
labor to facilitate success that results in a podla p. of success, wherp <p.
~Shirking” yields private benefiB for the entrepreneur, which might be interpreted
either as efforts saved or as profits earned thrabg private use of the enterprise’s

assets.
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The entrepreneur initially only has an initial wiead, thus he applies to the bank for a
credit of (I-A). The lender issues the loan at an interest ratehwhakes zero profit for
them, as they operate in a perfectly competitiverketa Accordingly, instead of
including an expected profit in our ex ante calttata we will assume the lender to set
an interest rate at which their expected loss 18.ZEhe parties are risk neutral, they
make their decisions based on the expected valueast flows. The expected net
present value (NPV) of the project, the entire amtoaf which the entrepreneur is
exclusively entitled to receive after having paifl the loan, is only positive if the
entrepreneur behaves.

The lender only being able to collect their outiathe entrepreneur behaves, they will

define their own incom¢R, such that they preserve enough of an income fer th

borrower R, = R— R, to motivate for the appropriate effort.

The bank’s individual rationality constraint (IR riraint), of which only the equality
can hold true in our case because of the perfeottypetitive loan market, is:
Py (R-R)=1-A (2.1)
The incentive compatibility constraint (IC constfdiensures that the expected (thus
uncertain) income attainable through increased risffés more attractive to the
entrepreneur than ,shirking”, even though the gavaenefits would not be uncertain.
PR, 2P R +B (2.2)
By rearranging inequality (2.2) for the incentiv@ngpatible incomeR, of the
entrepreneur and substituting the result into camgt(2.1), we arrive at the minimum

amount of cash on hatA required to achieve investment sizevhereAp=p,, - p, :
A=l —pH(R—E) (2.3)
Ap

Financing, and thus the project itself, is onlybl&if the entrepreneur’s initial wealth is
not less thai A . Otherwise, even projects with a positive NPV wélinain unrealized —
which is Tirole’s (2005) proof for the existenceapédit rationing.

Hereinafter, the value given by equation (2.4) wélreferred to as expected pledgeable
income, which is that part of the project’'s incothat can be pledged to the lender

without jeopardizing the borrower’s incentives.

- _B
P=p, (R Ap) (2.4)
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Whereas p, AE is the present value of the minimum cash flowghaspect of which is
p

enough to make the entrepreneur behave. Tirole5)2@Pmed this expression agency
cost.

Tirole’s model predicts two types of entreprendorbe credit-constrained: those with a
low initial wealth and those with a high agencytcdse latter one might be explained
by the project outcome not being sufficiently infative about the entrepreneur’s

efforts (whether they behaved or misbehaved), ihaby the low value oAp as a

result of the two probabilities being too closeetich other. A high profitability and a
high probability of success make access to oufgid@cing easier.
Given that in case of a successful project therengixpected NPV goes to the
entrepreneur, Tirole measured the entreprenedilit/ #nd the welfare effect with the
exact same expression:

U, =p,R-I (2.5)
Of course it is not the whole amount (&%-1) that goes to the entreprenanrcase the
project succeeds, as a portion of it covering grelér's ex-ante expected loss on the
transaction had to be pledged to the bank at the &if entering the credit contract. That
is why Tirole’s wording that the NPV goes to therepreneur is inaccurate, as it is only

the expected NPV that they receive.

2.2 Lending under Conditions of Moral Hazard, Informadin

Asymmetry and Customer Default

As compared to Tirole’s basic scenario, the modebk@nted in this chapter has been
modified in several aspects. The bank enters tvdivitual contracts to issue two

independent loans to two different entrepreneurs:duyer and the supplier. Tirole’s

original model incorporates the normal businesk aisd the moral hazard associated
with the project to be financed. Now, the customeiefault risk, the credit risk of the

borrower and the additional moral hazard of nonapayt will also be introduced to the

model.

The average turnover of the credit applicant sepislireceivables is high — supposed
that the buyer pays. One period later it will tot whether the buyer has paid or not. If
the buyer’s default and thus the revenue lost griicant enough to jeopardize the

profitability and the success of the supplier’'sjpet, then the supplier will adjust their
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strategy accordingly and decide whether they wdikd to, instead of striving to
succeed in the externally financed project, work fleeir own private benefit (by
concealing and ,rescuing” the company’s assetmeation a strikingly typical practice
in Hungary). The reason for the bank to issue rhsa case a loan smaller than what
Tirole’s model would suggest is twofold. First, base of the expected loss from the
buyer and, second, because of the additional nhazdrd associated with non-payment.
The extent of credit rationing, however, is alstiu@nced by the buyer also being a
client of the bank. There are two possible scesaboth of which will be dealt with in
detail in a subchapter. The lender might eitherfopthe liquidation of the financially
distressed buyer in period t=1, or they might adl exe¢end a liquidity credit equal in
amount to the supplier’s claim.

The basic purpose of the models listed here angatem Subchapter 2.2 is to serve as
a point of reference for our own models elaborateubchapter 2.3. With that in
mind, | will give a detailed summary of resultsfapat the end of the subchapter.

2.2.1 The Supplier's Project — Liquidating the Financially Distressed
Customer
First, | am going to look at the economic situatemerging in my three-party model
from the point of view of the supplier; the custaiagroject will follow afterwards.
The supplier wishes to start a continuous-investnpeaject of sizel ¢ [0, «), with
constant economies of scale. The project bringsm&lR, corresponding to yiel(R-1)
in the second period if successful, and zero otiserwlhus the supplier’s liability is
limited to their initial investment — they can notike a loss higher than that.
The entrepreneur is free to decide how much effeey invest in the project. Higher
efforts will ensure a probability of succgss While lower efforts yield a probability of
only p., wherep <py, but this behavior also secures a private bepé#ixtentBl. The
term Bl might be considered as the utility of the effodved by ,shirking”,
proportionate to the size of the project. Yet weglmias well hypothesize that the reason
for the efforts in favor of the project being lowisrthat the entrepreneur devotes their
remaining capacities to using the company’s assets way that only brings private
benefits but creates no value for the lender. Rriieenefits being more or less

dependent on project size — the use of a privaiedmer at a corporate giant and the
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use of a microentrepreneur’'s company phone forapeiypurposes both increase private
benefits —, the model treats them as being prapmate to project size

Initially, the supplier only has asseisl, thus(l-A) must be externally financed. The
development of a theoretical model for SMES’ bainlarficing being my goal, external
financing always means a bank loan and a lendear(fier) always means a bank as far
as this model is concerned. In return for the ¢retlie lender (the bank) expects a

portion R, of the project’s total incomRlI, leaving an incom R, to the entrepreneur.

Credit duration is two periods. The market for béwéns is perfectly competitive, that
is, the expected profit of the bank on the creslizero. For the sake of simplicity, let us
adopt Tirole’s assumption that the actors haveime preference concerning the cash
flows> They are considered risk neutral, as well, makimgjr decisions exclusively
based on expected NPV.

In case the project succeeds, its entire expected dbes to the entrepreneur. If the
entrepreneur misbehaves, the expected NPV of ttie gmoject becomes negative and
thus the lender’s income is zero. The assumptiautathe project’s expected NPV can

be formulated as

E(NPV) =(p,R-DI >0 (2.6a)
and
E(NPV)=(p,R+B-1)I <0 (2.6b)

Assetsl of the project also include some receivables, assumed to be identical to
the accounts receivable balance. Evidently, accoueteivable representsO&c<l
proportion of the balance sheet total. Thus, havwegn issued the bank loan, the
supplier's accounts receivable balance equahlsvhile all other assets add up Ital.
These accounts receivable are due at the end dirsheeriod, hence earlier than the
loan payoff. The supplier reinvests the collectates revenue to the project in the
second period.

Let q denote the probability that the entrepreneur adled their accounts receivable
on time. Howeverq is influenced by the effort the customer devotesh®ir own

project. In case the customer misbehaves, thenatigirobabilityq changes tcAq,
where0< A <1. Probabilitiesg and Aq are known ex ante to both the entrepreneur and

the bank, yet the bank has no credible informatibout the actual collection of the

® The incorporation of an arbitrary rate of intérego the model does not fundamentally affect the
results.
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debts. If the customer pays, the supplier receihes entire debtcl, changing the
structure of its assets: instead of the accoumsivable balance;l will now be listed
under cash and cash equivalents, leaving the pi®jextal valuel (the balance sheet

total) unchanged. There is(&q) or (1-Ag) chance, however, that the receivables will

remain uncollectible. In that case the bank, aBarig the customer among its clients,
will initiate the liquidation of the customer. Las suppose that the customer’s debt is
lost in this case, thus the project size shrinkg¢l4d). The entrepreneur makes their
decision about the extent of their efforts onlyeathe due date of their receivables has
passed.

It is possible to develop a model where customgggaults also influence the supplier's
probability of success. Being part of the same Bugipain, both enterprises are affected
by the same macro and industry factors, which niakeeasonable assumption that the
unfavorable conditions responsible for the custéendefault will have an adverse
impact on the supplier, as well. This model variendiscussed in detail in &zs-
Havran-Cséka (2010). As it does not have a remdekalfect on the results and
because such a factor would make the equationsuosubsequent models far more
complicated, | decided to exclude from my analys®g potential relationship between
the customer’s default and the supplier's probgbdf success.

Figure 2.1. provides an overview of the projecit;nextensive form. The customer’s
payment or default is treated as an external faatmternal factors (the project’s
success, as well) are incorporated into the mogeéhtooducing ,nature” as a decision
maker. Nature making its decision first in thisnfioof the model, the supplier already
knows whether their customer has paid when theiddeabout the extent of effort to be
exerted. The bank, on the other hand, has to appiavdecline) the credit application
before it is known whether the customer has paid.

The lowermost part of the figure shows the castvdlof the project, the supplier and
the bank (in this respective order) correspondmghe different outcomes. The vector
highlighted in blue, for example, denotes the sdenahen after the approval of the
credit application the customer — previously havilegided to behave — turns out to be
solvent and the supplier, taking into consideratdirthe above, decides to misbehave.
The project succeeds, in spite of its lower prolitgbof successp,, and generates

income IR. The portiolR, + Bl , already including the private benefit of ,shirgin
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remains with the entrepreneur and the bank receéheeentire payof R, :i(I-A). In
h

the scenario highlighted in green, both the custcemne the supplier opt for ,shirking”.
Notwithstanding the above, the customer still edtttheir obligation on time and the
supplier's project brought success, as well. Threhddow vector is the same as in the

previous example.
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Figure 2.1.: The extensive form of the projectasethe supplier has a relative

information advantage

2.2.1.1The supplier’s credit contract

In order for external financing to be arranged, ékpectations of both the supplier and
the bank have to be met. The ex ante expected im@ditine project is (2.7a), whepas
the probability as determined by the entreprenebgkavior. In case the customer

misbehaves, the expression changes into (2.7b):

E(R) = plg+A-q)@-0)JIR=p,1 ;R (2.72)

E(R = plAq+ - Ag)@-0)]IR= p, IR (2.7b)

Let us first see the lender’s participation constral he bank wants its expected income
at the end of the second period not to be lesstti@original loar(I-A). Given that the
lender only earns an income if the entrepreneuabes) the credit contract must ensure
sufficient motivation by preserving a portié of the income for the borrower. This

incentive must be effective in any one of the smbgmshown in Figure 2.1. The lender
obviously wishes to ensure that the project’'s démslv takes a path characterized by
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probability py, irrespective of whether the receivables can b#eded or not.
Consequently, the banks two participation constsadine given by expressions (2.8a-b)

below.
pu(IR-R)=1-A (2.8a)
p,[A-c)IR-R]21-A (2.8b)

The entrepreneur being the one to receive theeeatipected NPV of the project, their
expected profit by the end of the project equals:

E[INPV,] = (p,R-DI (2.9a)

E[NP\,] = p,,RII 1-¢)-| (2.9b)
Therefore, still treating the two possible subgamsesarately, the following must hold
true (2.10a-b):

PyR, 2 p R, +BI (2.10a)

puR, 2 p R, +BI(l-¢) (2.10Db)

By rearranging expressions (2.8a-b) of the lender (@.10a-b) of the entrepreneur for
the entrepreneur’s inconf®, and introducing the notatiofp=py-p. we arrive at the
below conditions (2.11a-b-c-d), respectively, usediraw up a sufficiently motivating

contract:
R < PulRTA=T (2.11a)
Py
R < p,IR@-c)+A-1 (2.11b)
P
R 2% (2.11c)
p
BI
R, ZA—p(l-C) (2.11d)

From amongst the above inequalities, (2.11b) antil(d are the stricter ones, the

use of which lead to the following solution:

Az |{1— b, {R(l—c) —A%}} (2.12)

This is the point where the assumption comes ir&y phat the project’'s total
expected NPV is only positive if the entrepreneehdves, whereas in case they ,shirk”,

it will turn negative even in spite of the privdienefits. This presumption leads to the
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conclusion that the parenthesized expression onighe hand side of inequality (2.12)
can only take a value between 0 and 1. Consequdntigividing both sides by this
expression, we arrive at the following relationsbigtween the entrepreneur’s initial
wealth @) and the project’s original investment site (

A 1 > | (2.13)

o]

By introducing the notaticAk > | for the sake of simplification, the equity multgrik

can be written as:

K= 1 >1 (2.14)

ferd]

2.2.1.2The effect of the equity multiplier

According to equation (2.9), it is in the vestetenest of the entrepreneur to realize
the largest possible project. Given the initial ltred, inequalities (2.13) determine the
maximum project size, that is, the upper boundruestment. As k>1, the optimum
strategy for the entrepreneur is to inviesimes their cash at hand, implying that they
should borromdA=(k-1)A (In terms of traditional financial metrick,corresponds to
the leverage ratio calculated as total assetseygity.)

The higher the value df, the larger the attainable project sizelrrespective of
whether the customer defaults, borrowing capaatypaositively affected by a high
probability of success being associated with treper level of effort i), by a high
potential incomeR from the project and by the lowest possible peviaenefit B) of
shirking. It is also favorable if it makes a bigfeience in terms of probability of
success whether the entrepreneur behaves or migseh&/hich, nevertheless, might
also imply that efforts are well reflected in theeame realized from the project; and
thus ,shirking” would probably result in undesiraldonsequences for the entrepreneur.

Is the customer’s ability or willingness to pay gtienable, the maximum amount of
external financing available to the supplier is m@uo decrease. Accordingly, the
higher the proportion of credit sales (that is, @lseounts receivable balance) within the

balance sheet), the lower the amount of external financing aafalié to the supplier.
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The equity multiplier does not incorporate the paibty of the customer’s default:
neitherq, nori. This originates in the model’s basic assumptitims:contract discussed
earlier is the only chance for the bank to keepstigplier from misbehaving. However,
in real life the payoff of the customer’'s debt dgudepends on their ability and on
their willingness to pay. Though using the crediplecant’'s accounts receivable
balances, the lender might draw some conclusionseraing the average collection
period, those only provide information about thehability g, but not about its ever-
changeable influencing factor: the debtor’s willvegs to pay, substituted liyin the
model.

Under such conditions, it is the severity of the damage which is decisive, while
the hard-to-estimate probability of damage getdipdsnto the background. The reason
is that it is parameteay through which the bank, having a vested interesirawing up
an optimal contract, is affected by the customeéefault. This is the parameter based on
which the borrower adjusts their effort strategyereby creating additional moral
hazard. The result, consequently, is in line wité tata available at the time of credit
approval. The data available can provide inforrmabout how hard a potential delay
would hit the borrower.

According to the results, the model suggests thaepreneurs who have a poorly
diversified customer portfolio, being dependentadmandful of strategic partners and at
the same time having a long accounts receivabléeatmn period and managing
overdue receivables inefficiently will be issuedradit smaller in amount than similar
businesses with a more balanced customer portfdhe. loan will also be smaller for
any entrepreneurs who are heavily dependent ontiteg of revenue collection,
irrespective of the accounts receivable to totaetssratio.

If the customers’ probability of paymentgs1 andA=1, then we simply arrive back at
the original Tirole model, as only equations (2)1dlad (2.11c) prevail. Because of the
amended participation constraints, the optimal reantis altered, as well. L&t denote
the maximum attainable leverage as derived fromilg.and (2.11c):

1

K" =
B

1- p, (R-—

Py ( AIO)

(2.15)

The customer’s default, also jeopardizing the seppl project, reduces the maximum

available amount of bank financing in the followwgy:
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kl]
= (2.16)
1+k p,Rc

From equation (2.16), the finding that the custdmeefault reduces the borrowing
capacity of the supplier becomes evident. Thusitrationing, originally a result of the
information asymmetry about the supplier's projéct Tirole’s model, is further
increased by the customer’s default. (A more dedaiinalysis of the supplier’'s project
presented above, covering banking risks, the welédiect and supplier utility, can be

found in S#cs-Havran-Csdka (2010)

2.2.2 The Customer’s Project — Liquidation in Case of Fimncial Distress
The customer, also being a client of the bank, dagsoject similar to that of their

supplier. One unit of capital invested in this prtjof size yields, in case of success, a
gross return of at the end of the second period. The probabifityuzcess is eithex;

or s, depending on the level of effort. Failure brings income at all, yet if the
entrepreneur decides to misbehave, they still gguaranteed” private benefit for
each unit of invested capital.

The customer, just like (but independently of) splier, also borrows from a bank, as
they only have an initial wealth Thus the bank issues loans in an amoufi-A) plus
(i-a) to their two clients. The lending market beingfeetly competitive, the expected
value indicates no profit to be made by the bankhmir loans. The lender can only
collect their debt if the borrower behaves, thue thank draws up contracts that
motivate debtors to ,work”. The contract also ir#s a so-called cross-default
covenant, that is, if the client defaults on anytiedir debts to third parties, the lender
will initiate the collection of the loan, too.

Let us assume that the customer buys raw matenaéccount during the project. That
means their total assets will grow ge-cl). Both their inventory and their accounts
payable will increase by the same amount. Is theepreneur unable to settle their debt
to the supplier due at the end of the first perita, bank will initiate its liquidation,
thus they will be unable to go on with the projeitthe customer settles the raw
material bill, their total assets will return tosioriginal valuei. In the case of
liquidation, the owner will not realize any inconiryt they still enjoy the entire amount
of private benefibi. And the supplier, as experience suggests, wilbably never be
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able to collect their outstanding det, for which entrepreneurs usually blame lengthy
court proceedings.

The time value of money and the time preferenceghef actors are, once again,
excluded from the model. This factor would not, leeer, have substantial influence on
our findings anyway. Actors are risk neutral, maktheir decisions exclusively based
on the expected NPV of future cash flows. The mtog both the supplier and the
customer has a positive expected NPV, but onlizeféntrepreneurs choose to behave.
»Shirking” (misbehavior) does still not mean thaetentrepreneur does not work at all,
but rather that they work in a way that reducespttodability of the loan’s repayment,
thereby harming the interests of the lender. Theghmfor instance, use the company’s
assets for private purposes or conceal them, ok waor projects which maximize
shareholder value by enterprise value.

In this simple model, let the projects of the cuosto and the supplier be independent
from each other, that is, let the correlation befmvthe projects’ success be zero. In that
case, the customer’s credit contract will be defily two constraints, derived in a
similar way as for the supplier. Because of itstipgration constraint, the bank only
issues a loan to the customer if, given probabditgf paying on time at the end of
period oneand probability of successy, their expected income is not less than the

original outlay:

as,(ri-r,)=2i-a (2.17)

In order for the entrepreneur to choose the hideeel of effort, an incomey of
sufficient amount must be preserved for them:

gs,r, 2 gAs.r, +bi (2.18)

By introducing the notatiods=s4-s_ and by substituting expression (2.18) into (2.17),

we arrive at equation (2.19) representing the g constraint of the buyer:

. b
az ||:1_ gs, (r _m) (219)

® If we were to amend this assumption such thattistomer does not realize any private benefit é th
case of liquidation, the optimal contract wouldodbe different, of course. The requirements to leélmy
the customer will be less strict. However, it canpgooven even for these weakened contractual tdrats
our own model (to be introduced later) ensures enere favorable credit conditions.
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2.2.3 The Customer’s Project — Additional Lending in Caseof Financial
Distress

The above, simplest form of the base model does pmoperly correspond with
Hungarian practice. A risk management expert atadribe Hungarian banks, primarily
focusing on the larger businesses of the SME sewported that if one of their clients
encountered temporary liquidity problems, the bamkild often reschedule their debt
or, occasionally, even grant an additional liqyidiban to the enterprise. This is
especially the case if the entrepreneur’s defaaltld; due to existing supplier-customer
relationships; also affect any other clients inthhek’s credit portfolio.

Let us call the customer’'s default in the firstipdr for the sake of simplicity, a
liquidity shock on the customer side. Now, accogdim the practice mentioned above, |
will present a variant to the base model we use psint of reference, where the bank
grants an additional loan to the customer in cdse lmguidity shock. This additional,
liquidity loan will be used to settle their accosipiayable — as their debt to the supplier
would be the very cause of bankruptcy in the molehis option and any additional
costs are accounted for by the bank in the origiradiit contract then the contract needs
to be amended for both clients.

Considering the customer, the bank will not onlypeont them to repay the original
outlay (i-a), but they will also need to cover the paybackhs liquidity loancl, the
probability that it will be required bein@l-q). Assuming that the customer might
change their effort strategy after having beenedstiine second loan and that the bank
has no information about and no control over thatigion, the bank’s participation
constraints are as follows, (2.20b) being the t&rione:

s,(ri-r)zi-a (2.20a)

Su (ri —rb)zi -a+cl (2.20Db)

Here, the IC constraints of the customer also take consideration that the
entrepreneur’s incomig might, in case of a liquidity shock, be furthedueed by the
amountcl of the new loan (due at the end of the second geai® well).

Sul, =S 1, +hi (2.21a)

S, (r,—cl)=s (r,—cl)+bi (2.21b)
Accordingly, the entrepreneur needs an initial Wealas given by inequality (2.22) in

order to achieve project size
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a= i{l— Sy (r —E)}+ L+s,)cl (2.22)
As

In this scenario, the supplier will always be atdecollect their accounts receivable.
Using their own cash or the new bank loan, thearnet is going to pay, with a

probability of 1. That is why the impact of the tareer’s default does not even need to
be included in the credit contract, thereby argvback at Tirole’s (2005) continuous-

investment model.

2.2.4 Comparing the Base Models
Obviously, the question arises as to which oneheftivo base models, the liquidation

(Chapter 2.2.2) or the additional financing (Chaj2t@.3) of the customer, is optimal in
which scenario. From amongst the supplier projetie variant introduced in
Subchapter 2.2.1 belongs to the former one, whileld's (2005) original (Subchapter
2.1) version for variable investment size belongsthe latter model. There is a
difference in how the optimal decision rule is detimed for the entrepreneurs and for
the bank.

Entrepreneurs’ optimal continuation strategy cardéeved from the expected NPV of
equity holders, which then again correspond totiéies of the risk neutral actors
making their decision based on present values. &&gesalues of equity holders’ NPV
(in this case equal to the projects’ expected N&¥)listed in Table 2.1.

According to the table, continuation is always tpimal path for the supplier, as it
eliminates the credit risk represented by the cnstp whose solvency then becomes
guaranteed: either by their own income or by theosd bank loan. Considering the
customer, continuation is the optimal choice aglas, with the project sizealready
given, their expected income is still higher thie expected value of the liquidity
shock. This latter condition (2.24) follows frometkomparison of the continuation vs.
the liquidation scenario in terms of the projeedgected NPV, which then again is the
same as the entrepreneur’s utility (2.24). Ex plodiowing the credit approval, when

is already given, continuation is determined byyiradity (2.24).

U piees" = 5,1 =i <U et =11 =i = (- )s, cl (2.23)
cl <ri (2.24)
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Expected NPV of Equity )

Supplier Customer
holders’
Customer liquidated pyRI[1-c@-q)]-1 qs,ri —i
Continuation p,RI-1 s, ri—i—@-q)cl

Table 2.1.: Expected present values of the owrserd’the projects’ cash flows

Source: author’s calculation

However, in order for the entrepreneur to achiéwehighest possible equity multiplier,
they will have to accept, ex ante, a continuatiategy that is definitely less favorable
if the project as a whole is considered. In Tirel€2005) approach, when the lender
decides about continuation, they actually try toxmméze the expected value of the net
pledgeable income. There is an optimal threshold tfe bank, just like for the
entrepreneur, which if exceeded in amount by tleidity shock (that is, by the
accounts payable balance) will prevent the bank foontinuing. In order to find this

O
threshold, | make an assumption similar to Tirol&iat P is the liquidity shock
threshold value we are looking for and tHafp) is the distribution function of the
shock. The present value of the net pledgeablemeds given by equation (2.25). The

expression has its maximum where the partial dévieavith respect top is zero, as

seen in equation (2.26):
P=F(0)s, (ri —%) - Sy Ipf (p)dp{i -a+ jpf (p)dp} (2.25)
S 0 0

2= 1P (1 = ) =, F(P)p~ 1 (9)p =0 (2.26)
0 As

By rearranging condition (2.26), we arrive at tlemtmuation rule acceptable for the
bank given as (2.27). This condition ensures theimuaation of that part of the
debtors’ income which can be pledged to the lemd#rout violating the relevant IC
constraints. Thus, in the contract about the aaltfii loan, the bank employs (2.27) to

define that maximum value afl which does not yet prevent them from issuing the

liquidity loan:
Sy (ri —E)
cl<p’=—_OS (2.27)
@+sy)
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Consequently, comparing expressions (2.27) andt)2iRis apparent that the bank’s
continuation strategy is suboptimal both for theegreneurSand for the entire project.
Both the line of thought to be followed and the dasion correspond with those in
Tirole’s (2005) models.

Thus what | am going to examine next is whether itfieoduction of joint liability
yields an increase in the maximum financing avéélakith a given amount of initial
wealth, without reducing the pledgeable income, ahgb whether this new contractual
term can improve the utilities of the two entrefers as compared to the base models.
In the next subchapter, my model will provide evice that joint liability, being very
costly for both entrepreneurs, is not always aifdasolution to credit rationing.

2.3 The Model of Conditional Joint Liability with a Defulted Customer
Having outlined the conditions of the credit contsaused as points of reference, | will

now show that even the partial implementation aftjdiability incurs additional costs
to the entrepreneurs. This is true even in the wdmn the entrepreneurs are connected
by an implicit, quasi joint liability as neighbogrmembers of a supply chain, having an
influence on each other through their ability ty.pBhe result might be a special variant
of the statement cited in the first part (more #pdly in Chapters 1.4 and 1.5.4) that
joint liability incurs excessive costs to exacthetpoorest borrowers. While elaborating
on the model, the short presentations of the diffevariants are used to complete the
model's robustness testing. When comparing theemfft constructions, | will also
demonstrate why, at the same time, factoring hasrbe an existing solution in the
market, indeed capable of improving entreprenetlnsirowing capacity. Finally,

Chapter 2.3 concludes with some quantitative exaspl

2.3.1 Base Model — Conditional Joint Liability with a Defaulted Customer
First, | am going to introduce some assumptiongtiersake of simplicity. Apart from

these, the project of both the customer and thplgupvill remain unchanged. First, the

. bi
"As s, (ri _A_) < 1, constraint (2.27) is evidently stricter thaequality (2.24)
S
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projects of the two entrepreneurs and their outcoshall be independent, the default of
the customer shall have no influence on the supgiiobability of success.

A further assumption to assist in the derivationthait weakening the primary
conclusions is that, because of the similar ingusitvironment, the potentially identical
geographical location and other factors, the proities of success of the two
entrepreneurs are taken to be equal:

P =S (2.28)

PL=S (2.29)

The supplier’'s project looks the same as beforey tan make an inconfel with a
probability of succespy on a project of investment sizeThe probability of success
associated with ,shirking” is, once again, coupldh a private benefiBl. The
probability that the customer paysgsf they behave andq otherwise. If collection is
successful, the supplier receives the customertseedebtcl at the end of the first
period. To start the project, the supplier’s initaealth A is complemented by a bank
loan of amoun(l-A).

The customer’s project of sizealso makes an inconrg, with a probability of success
pu- »Shirking” brings private beneflti to the customer, yet the probability of success is
bound to fall top.. The customer is also granted a loan, its amoeimglgi-a). If they
behave, the probability that they can settle tae@ounts payable @ in which case the
entire debtl is repaid. In case they ,shirk”, probabilityis amended downwards by a
factorO< A <1.

The assumption still prevails that the actors as& neutral, making their decisions
based on their expected income. The bank’s loseiie, which also determines the
appropriate interest rate. Even though it woulcpbssible, the time value of money is
still not incorporated into the model, thus casiwl from different periods are directly
comparable.

A point where the model has changed is how theoowst's default is treated. Should
the actors opt for the liquidation of the defaultestomer, the bank is certain to lose a
portion (i-a) of its original outlay(l-A+i-a) already at the end of the first period. The

customer can not complete their project, even thaiantinuation would be optimal for

8 In real life, the correlation between the retusfisompanies in the same industry, between thenieso
realized by members of the same supply chain maghtally be different from zero. It is possible to
incorporate a positive correlation into the modehat, however, obviously reduces the value of joint
liability as special collateral.
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them as long as the liquidity shock is smaller tkti@an gross incomé. The supplier’s
original project sizel shrinks tol(1-c), inducing an increase in the entrepreneur’s
leverage ratio. The amount of capital on which thag realize an income is reduced,
and at the same time they will need to sacrifidarger proportion of their income to
service their debt. If this motivates the suppl@misbehave, the probability of success
is also bound to deteriorate, which then again estise potential loss the bank expects
to make on the supplier to increase. All in alk gurvival of the customer serves the
interest of all three parties.

Having considered the above, the bank decidesrtbreee, hence issuing another credit
of amountcl to the customer. Besides the already financialltreissed customer,
however, the supplier will also be liable for tleah — they are jointly liable for the
obligationcl. If the customer recovers, they will pay off a deb(i-a)+cl to the bank at
the end of period two. Thanks to the additionahldae bank also managed to rescue its
original outlay of(i-a), though it already seemed to be defaulted at tlieaé period
one. Is the customer still unable to meet theirgalion at the end of the second period,
it is only the already defaulted loéira) that the bank is certain to lose. Amoghtan,
because of the joint liability condition, also b#lected from the supplier.

In this scenario, the supplier will always collgbieir receivables, either from the
income produced by the customer (with probabijityr Ag) or from the bank’s liquidity
loan to the customer (with probabilif-q) or (1-1qg)). Thus the customer’s liquidity
problems at the end of period one, appearing irotiggnal model, can be eliminated.
But if the customer suffers a liquidity shock (wjghobability (1-q) or (1-4q)) then the
supplier will be forced to, in order to solve theiwn liquidity problems, assume joint
liability for the loan which the customer will use pay off their debt to the supplier. Is
the customer still unable to pay at the end ofgieeond period, the supplier is obliged
to pay back creditl to the bank, the exact same amount they would leste@nyway if

it had been for the liquidation of the customer.eifhbenefit from this kind of
arrangement is that the customer’s financial déstrenly hits them at the very end of
the project, which might leave them with enoughetito prepare. Moreover, the amount
cl, being a part of their current assets, can sdreestpplier's project, can generate
income right until the end, yielding an incomeRxI in case the project is successful,
and it is only afterwards that it needs to be idk to the bank. Because of these latter

considerations, ,shirking” results in the supplieceiving the entire private beneft,
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without losing a share proportionatedoas project sizé is certain to remain available
at least until the end of period two.

If it is appropriate for the parties, joint lialtyfican be extended to the portiohof the
supplier's credif(l-A). In this case, if the customer is solvent at the ef the second
period while its supplier has defaulted on theedit, the customer is going to pay, in
addition to their own two loans, the amountcbfto the bank, who thereby improves
their recovery rate on the supplier's defaultech|oas well. Hereafter, the model will
always include this extension. Without this extensithe construction would simply
represent a combination of lending and factoringictv model variant is presented in
Subchapter 2.3.3.1. The project is summarized iguréi 2.2., while the related

probabilities and cash flows are contained in TaBl2. and 2.3.

BANE

Credit application
refused

Cradit application
accepied

SUPPLIEE

) “Misbehaving”
“Behaving ™

CUSTOMEE.

CUSTOMEE. |
“Behaving” “Wshahaving” “Behaving” Mishehaving
L x ~ e |wature
g (-g) Ag (1- Ag) g {1-g) Ag (1- Ag)
! NATURE
. . .

Figure 2.2.: The supplier’s project in its exteresform with conditional joint liability

Source: author’s figure
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Table 2.2.: Probabilities of the various projecttoames

Supplier
Behaves Misbehaves
Successful Unsuccessful Successful Unsuccessful
C Behaves Successful | APy Py q@d - py) Py ap. Py qld-p.) Py
. Un-
s No shock successful aP4 (1_ pH) C](l— Py )(1_ pH) ap, (1_ pH) q(l_ pL)(l_ pH)
' Mis-
© behaves Successful | AdPy PL AqL=py) Py Aqp. p, Aq@=p.)p.
rerl Un-
successful |4 APx L= pPy) 4q@-py)A-p) Aqp. @-p.) 2q@-p)A-p.)
r
Behaves Successful | €—0)Py Py A-a)@- py) Py @A-a9)p.py @-9)d-p.)py
Un-
sh (1_q) Py (1_ pH) (1_Q)(1_ Py )(1_ pH) (1_q) P. (1_ pH) (1_Q)(1_ pL)(l_ pH)
ock successful
Mis-
behaves  Successful (1_ Aq) Py PL (1_ /]q)(l_ Py ) p. (1_ /]Q) PP (1_/1(1)(1_ pL) P.
Un-
(1_/1(1) Py (1_ pL) (1—/]Q)(1— Py )(1_ pL) (1—/]Q) P. (1_ pL) (1_/1(1)(1_ pL)(l_ pL)
successful

Source: author’s calculation
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Table 2.3.: Cash flows of the various project outes

Supplier
Behaves Misbehaves
Successful Unsuccessful Successful Unsuccessful
¢ [IR:R,:R,] [0,00] [IR;R, +BI;R,] [0;B1:0]
u Successf
s Behaves| ul [ir;rb;ré] [ir;rb;r(] [ir;rb;r(] [ir;rb;ré/]
‘ [IR:R,;R,] [000] [IR;R, +BI;R,] [0;B10]
0 Unsucce
mi No Shock ssful [O;O;O] [O;O;O] [0;0;0] [0;0;0]
o [R:R,:R,] [0.00] [IR;R, +BI;R,] [0;BI:0]
r Misbeha | Successi
VRS ul [ir;rb +bi;re] [ir;rb +bi;re] [ir;rb —cl+bi;r(] [ir;rID —cl+bi;re]
[IR;R,;R] [0.00] [IR;R, +BI;R,] [0;B1:0]
Unsucce
ssiul | [0:bi0] [0; bi;0] [0; bi:0] [0; bi;0]
[IR;R,:R,] [000] [IR;R, +BI;R, | [0;B1:0]
Successf
Behaves| ul lir;r, —ctir?] lir;r, = 2ct;r? +cl] lir;r, —ctir?+cl lir;r, = 2c;r” +clf
IR;R, —cl;R; 0,00 0;BI;0
Unsucce }o-o-o]b ] [o0o) IR;R, —cl+BI;RY] 081
Shock ssful o [0:00] [000] [000]
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Misbeha

ves

Successl

ul

[IR:R,;R,]

lir;r, =t +bi;r|

[000]

ir;r, —2cl +bi;r,’ +cl
| J

[IR;Rb+BI;Rf]

[ir; r, —cl+bi;r’ + cIJ

[0;BI:0]

ir;r, —2cl+bi;r” +cl
| l

Unsucce

ssful

IR;R, —cl;R"]

[O; bi ;O]

[00.0]
[O; bi ;O]

IR;R, - cl+BI;RY|
[O;bi;O]

[O; Bl ;O]
[O; bi ;O]

Source: author’s calculation
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A fundamental question regarding the terms of theglit contract is whether the two
entrepreneurs can adjust their level of efforterafihe potential liquidity shock of the
customer. If yes, then it is more reasonable ferliank to optimize in two subgames
separately. The first subgame here is when th@mestis solvent and they pay off their
supplier, the probability of which is eithgror Aq, depending on whether the customer
behaves. The other subgame comprises those scemdren the customer is hit by a
liquidity shock and they need a liquidity loah the probability of which is either (@)

or (1-q), again depending on whether the customer beh&weesrding to the literature
reviewed in the chapters concerned with theoretasgects, joint liability motivates
debtors to monitor each other (even if some autbonsider the level of monitoring to
be suboptimal for the lender) — however, my moddl nvake no use of this finding.
Especially because there is nothing that could kbepentrepreneurs from adjusting
their strategies after the liquidity loan has béssued. Consequently, | am going to
proceed by treating the subgames separately wiadoralting on the optimal contract
structure’

Just like for any previous variant, the NPV of eitlproject can only be positive if the
project’'s owner behaves, therefore that is whatkthek tries to achieve through the
incentives in the credit contract. Accordingly, tenk’s participation constraint will be
given by inequalities (2.30a-b):

py(IR-R)+p,(ir-r)21-A+i-a (2.30a)
py(IR-R)+p,(ir-r,)21-A+i-a+cl (2.30b)

The customer’s IC constraint can be given by the foequalities (2.31a-b-c-d). The
first one prevails if the accounts payable balascettled on time. The second ensures
that it is more favorable if both clients behavecampared to if they both ,shirked”.
The third and the fourth make sure the customéetter off if he behaves, no matter
whether the supplier behaves or ,shirks”.

Pyl =PI, +Dbi (2.31a)
Pyl — Py [pH cl+@-p, )ZCI] > p.r,— pL[chI +(@1- pL)ZcI]+bi (2.31b)
Pyl — Pu [chI +@0- pL)ZcI] > p.r, - pL[chI +@- pL)ZcI]+bi (2.31c)

Pufy = Pu[pucl + L= py)2ct] 2 por, - p[pycl + - p,)2ct]+bi  (2.31d)

° It is possible to derive a model variant where aveept the assumption that the customer and the
supplier monitor each other. In that case, neitlmer of the debtors adjusts their strategy afteossiple
liquidity shock, thus casesand(1-g) can be expressed in the same expected value @rsla result,
some parts of the inequalities will need to be ateenyet our conclusions will remain the same.
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From amongst these constraints, the third one €2 i&iplies a stricter condition for the
incentive compatible income that remains with tlstomer, which can be given by

inequality (2.32):
bi
r, = A_p +(2-p.)cl (2.32)

There are four different conditions concerning tBeonstraints of the supplier, as well.
The first applies if the customer pays on time.tBg second, the bank ensures that both
actors are better off behaving than ,shirking” tinge. Using the third, the contract
motivates the supplier to behave even if the customisbehaves, while the fourth

makes sure that it is not worth for the suppliefstairk” when the customer behaves.

PuR, 2 p R, +BlI (2.33a)
PR, = Py @ py)cl 2 p R, - p (1~ p.)cl +BI (2.33b)
PuR, =Py @-p)cl 2 p R —p @-p.)cl +BI (2.33c)
Py R, = Py @=py)cl 2 p R, = p (I-py)cl +BI (2.33d)

By rearranging the inequalities for the income rigrimg with the supplierRb and by
applying the stricter constraint (2.33c), we ar@e

R > E—:) + (- p)cl (2.34)

By substituting expressions (2.32) and (2.34) ftbe customer’s and the supplier's IC

constraints into the bank’s participation constréh30), we get:
p RI—E—(l—p)cl +p ri—ﬂ—(z—p)cl >l -A+i—-a+cl (2.35)
H Ap L H Ap L = .

By rearranging inequality (2.35), we are presentgth an expression defining the
minimum initial wealthA anda required by the two clients to achieve projecesiz

andi, respectively:

A+az I{l— Py (R—A;E:))}H{l— Py (r _Alp)}L[H Py (3—2pL)]cI (2.36)

2.3.2 Comparing the Three Constructions

The presented model will be evaluated with respe@ number of different aspects.
The primary question is whether the level of creditoning is reduced, or whether the

additional costs associated with a joint liabilagrangement represent too much of an
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additional collateral, that is, whether they nettas an extra amount of pledgeable
income in our model. Thus, beyond credit rationitng entrepreneurs’ expected NPV
needs to be examined, as well. These two will Ioihén complemented by the project’s
expected NPV and the expected value of the maxirmomount of income that can be
pledged to the bank.

We can describe the models two different waystBing can illustrate that initial cash
at hand A anda) enables a project of a given sizeafdi). Or the second point of
view, the models also defines the minimum levetiahiwealth A anda) which is
needed to start a project of sik@ndi. The comparison of the different versions is
correct only if we adopt the second point of viénly in this case is the project size
over the different model versions equal, enablimg ¢comparison of formulae where
from thel andi project sizes all other figures of the project t@nderived. In case of
the bank’s continuation rule also the size of thembk ( [FA) and {-a) ) is incorporated

to the comparison, thus at that point the resdltomparison are limited.

2.3.2.1Credit Rationing
As a first step in evaluating the model of conditibjoint liability, | am going to look at

how the borrowing capacities of the two actors helanged. Table 2.4. shows the

results for the two base model variants and my mwdel.

Aggregated borrowing capacity

A+azl1|1-p, (R(l—c)—A;Bp)}H[l—qu (r-

Customer

liquidated a(py —ADL))}

Continuation A 1 R B {4 b ! |
+a=1|1- -—) [+i|1- r-—)|+@+py)c
_ Py ( Ap) Py ( AIO) 1+ py)

Conditional joint

A+az| _1— pH(R—A;Bp)}H{l— P (r —Aﬂp)}+[l+ Py 3—2p)]cl

liability

Table 2.4.: Aggregated borrowing capacity in theethconstructions

Source: author’s calculation

Apparently, my model does not necessarily warramremfavorable credit terms.
Conditions (2.37-2.38) must be met in order forjtiet liability to improve borrowing

capacity as compared to both the liquidation aedcthntinuation scenario.
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. p.—Ap, bi
Rcl+ (1- n+——p,—>[|1+ 3-2 cl 2.37
PuRel+ A=) Pyt - L2 P [1+ p, 3-2p)] (2.37)

@+ py) >[1+ p, 3-2p)] (2.38)

Let us assume tha>0.5 andpy>0.5! This is not at all unreasonable considering that
the bank decided to issue a loan to both clients.

The coefficient oftl in expression (2.37) — knowing that the projeckpexted NPV is
positive, given that the entrepreneur behavesbigger than one on the left side, while
it is within the interval (0; 2) on the right sid&t the same time, it seems reasonable to

expect the customer’s expected incomg, i ) to significantly exceed the accounts

payable balancecl). The coefficient of this expected income is witline interval (O;
0.25). Given the above, it seems feasible to meetlidton (2.37). If either one of the
probabilities of success is high or if either thestomer’s or the supplier's project
generates a high income, the model of conditioagt jliability might well be more
favorable than the customer’s liquidation. Simifaif the difference between the two
probabilities of success is small or if the customprivate benefit from ,shirking” is
high, it is worth opting for the conditional joil&bility model.

The interpretation of the condition is even momaightforward when comparing the
two continuation (individual vs. joint liability)cenarios. The coefficient of probability
pn on the left hand side of condition (2.38) is 1, fit is always bigger than that on the
right hand side, thus it is more favorable to cmmi with an individual liability
arrangement from a credit rationing point-of-view.

Comparing the two individual constructions, neitloere of the models guarantees a
lower/higher level of credit rationing. Income ch@ént R is probably a number larger
than but close to one, gR-1) is the entrepreneur’s profit margin. Accordinglye
expect the continuation strategy to be associaidd avhigher level of credit rationing
than the liquidation of the customer. It is thecprof the certainty of continuation which
gets reflected in the higher level of credit ratmmn The explanation is that the
customer’s potential liquidity shock (with a proldap of (1-q)) is not that threatening
for either one of the entrepreneurs as it was leefdonsequently, the bank is compelled
to devote a larger portion of the income to theiwadion of the entrepreneurs, which

then again reduces the amount of credit available.
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2.3.2.2Entrepreneurs’ Expected NPVs
Irrespective of the construction, the entreprenestast up their projects with initial

wealtha and A. The basic criterion of project evaluation is eV rule, yet because
we ignore time preferences, the expected free ftashto equity (FCFE) values will
yield an equivalent order, from the point-of-viewtbe owners. The expected value of
the project’s cash flow is not equal to that of tdveners’ cash flow, it is important to
make a distinction here. The reason is that theeowmayout function is convex: their
losses are limited but their profits are free tréase, as a function bf

Based on the results about credit rationing, tlopgntion of the project’s income that
has to be pledged in order to cover the joint ligbis too high for the portion
remaining with the entrepreneur to be sufficientiptivating. Thus, considering the
owners’ cash flow, | expected the joint liability tesult, if the customer defaults, in a
loan payoff higher than for any one of the indiatlwontracts. The expected equity
NPV (expected FCFE) values for the various consittns are summarized in Table
2.5.

Looking at the two entrepreneurs one-by-one, weal fthat continuation under
individual liability is always more favorable théme joint liability construction. Second
comes in the order of preference of the supplierdbntinuation under joint liability.
The customer prefers continuation under joint ligbto continuation under individual
liability, except whempy=1. Considering the customer, the parameters prawdelear
indication as to whether liquidation is more fa\ymeathan continuation, because that is

only the case ip,ri >cl . The relationshipri > (2—- p,,)cl leads to the continuation

under joint liability being more favorable thandidation.

The following explanations exist for entrepreneupseferences. Considering the
supplier, continuation under individual liability @ans that the bank takes over the
credit risk of the accounts receivable. Continuatimder joint liability leaves a part of
this credit risk with the supplier, therefore thepected PV will decrease but, at the
same time, the income to be realized on the acsawaeivable will not be lost. The
real advantage of this contract, that is, the ,stmog” of the liquidity risk is, however,
not reflected in the expected cash flow. The reagpns even simpler for the
customer’'s case. In the joint liability scenaridye t liability for their project’s
continuation is partly born by others, that is, thebility they have to assume,

functioning as quasi-collateral, is smaller.
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Expected NPV of

liability

Entrepreneurs Supplier Customer
Customer liquidated i

case of a liquidity Py Rl[l— c@d- q)] -1 ap, i —i

shock

Continuation with the

customer’s individual | pyRI —1 p,ri—i—@-qcl

Continuation with

joint liability

p.[RI - @-q)@- p,)cl] -1

p.[H - - a)(2- py)cl]-i

Table 2.5.: Entrepreneurs’ expected NPV in thedhgenstructions

Source: author’s calculation

The sum of the two actors’ equity NPVs is, howewasp worth examining, ad is too
heavily represented in the individual NPVs of tbimf liability scenario. By rearranging
Table 2.5., we arrive to Table 2.6., our point otus still being equity NPV. The
figures in the new table can be interpreted asatiggegated NPVs remaining with the
entrepreneurs, which could actually be redistriduietween the two actors. This could
be possible in a transferable-utility model wheneen though the individual preferences
about the three constructions differ, the switchatmther construction enables one of
the entrepreneurs to make an expected additionalria sufficient to also compensate
their partner for the change of models. Accordingthe totals of the FCFE-based
NPVs, continuation clearly has an advantage ovén bquidation and joint liability
(except ifpy=1 orpy=0.5). Given some not-so-strict conditions, liquidia will become

less favorable than continuation with joint liatyili

Sum total of expected NPVs of

Entrepreneurs

Supplier + Customer

Customer liquidated in case of a

liquidity shock Py (RI+ri) =1 -i-p, QA-qg)(cIR+ri)
Continuation with the customer’s

individual liability P, (RI+r1i) =1 —i-(@~-qg)cl

Continuation with joint liability | Pu (RI+11) =1 =i-p, @-q)(3-2p,)cl

Table 2.6.: Totals of the entrepreneurs’ expect@¥slfor the three constructions

Source: author’s calculation
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Thus, summarizing the above: the supplier will glsvarefer continuation, which might
be the more favorable solution to the customewel§ if some rather weak conditions
are met. It is nevertheless doubtful that, wheneitelseems favorable to the
entrepreneurs, the bank would always be willingriter the continuation contract. This
is discussed in the next subchapter, which will destrate that the bank’s optimal
strategy does not necessarily coincide with theepnéneurs’ preferences, who might

therefore be ready to enter suboptimal contracts.

2.3.2.3Continuation Rule of the Profit Maximizing Bank
The bank’s ex ante objective is to maximize itsfitgpwhich will ex post be zero

because of the perfectly competitive loan marketthie comparison of the two base
models, | used equation (2.25) to define the exgokstalue of the net pledgeable
income, which is the concept | am going to use naw,well. After all, it is the

maximization of the expected net pledgeable incdhe is equivalent to a profit

maximizing behavior. Let"Ij once again be the threshold value which, if exedad
amount by the liquidity shock, will prevent the kamom continuing. The distribution
function of the liquidity shock ig=(po .)For the bank, it is desirable to opt for the join
liability contract whenever the increase in thekpected income exceeds their

additional outlay. Obviously, in a model where tustomer gets liquidated irrespective

m]
of the sizecl of the liquidity shock, there is no sense in logkior a # that could
determine the continuation strategy. Thus Table gibws the expected value of the

sum of pledgeable incomes only for the two contilamascenarios.
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Expected profit of the bank — Expected net pletgescome

Continuation B b _ P
Ri " = P (R +F (AP (1 = i = (1 - A = -a)- [ () dp@+ p, + pyR)
0

Conditional

joint — _E _£ H. _ (i _ _P _
ioint liabily | P = Pa(R= 1 +F(OP (=i~ = A)=(-2) {pr(mdp[lwe 2p.)+ puR]

Table 2.7.: Expected profit of the bank and theshold value of the liquidity shock

Source: author’'s compilation
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For the expressions in Table 2.7., we can find pheces where the first partial
derivative with respect t@is zero, which, according to Tirole (2005), will peints of
maximum. Thus the cut-off values for the two couéition strategies calculated using

the derivatives can be expressed as (2.39) and)(Bedow:

b ..
Py (r ‘?p)l
pcDontinuatbn s T o (239)
L+ py +pPuR)
b ..
Pu (1 _Fp)l
Pioint = (2.40)

1+ Py (3_2pL)+ pHR

As we remember from earlier chapters, continuatide (2.39) is suboptimal for the
entrepreneurs, as the customer would go on witin gheject already if their accounts
payable was below the expected incopge. Apparently, the cut-off value given by
expression (2.39) is always less strict than thatrgby (2.40). Thus even though joint
liability means additional collateral for the bank,does not actually make the first-
period liquidity loan more easily available becausfethe decrease in pledgeable
income. The presented model seems to confirm thelasion drawn from experiences
in microfinance, now considered for enterprisest fjoint liability causes excessive
additional costs for the clients as compared toviddal loan arrangements.

The bank might find it useful to examine whethethei one of the continuation

constructions would represent an increase in erdectet pledgeable income as

]
compared to the liquidation scenario. Expressicefindd in terms of® and F(p")

are, however, not suitable for this purpose, asjionisly enough, continuation is
impossible in the liquidation scenario no matteiawthne threshold value is. Therefore |
am going to simplify the expressions for net pledde incomeP by assuming a
scenario where the different valuesRoare determined using a specific, given value of
cl which is known to motivate the bank to decidedontinuation, given the appropriate

construction. Then, the contents of Table 2.7 namdified as follows (Table 2.8.):
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Expected profit of the bank — Expected net pletgescome

Customer - B b .. . . b _p —Ap
P =Py (R—-) +p, (r—=)i—-(I —A) - (i-a) - L-q)p.cl —L-g) p,ri — p, — "L
liquidated |  &p0 " Ap " "M Ap p, -,

Continuation| _ .. inuaton _ B b .. .
peoninuat —pH(R—A—p)I+pH(r—A—p)n—(|—A)—(l—a)—cl[l—q+pH]

Conditional loin B b .. .
T R =i (R )+ py (=i = (1 - A= (i-a) ~clfl-q+ p, 3-2p,)]
joint liability Ap Ap

Table 2.8.: Expected profit of the bank for thesthconstructions

Source: author’s calculation
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Table 2.8. also confirms that individual liabilgylows for a largeP than joint liability.
Yet joint liability might still be better than thkquidation of the customer. It is a
limitation of this comparison, however, that thenbassues loans of differing amounts
in each construction even though project sizasdi are unchanged. Thus the amounts
of loans(l-A) and(i-a) in Table 2.8. are not constant throughout theetloanstructions.
This contradiction is illustrated in the quantiatiexamples in Subchapter 2.3.4.
Summarizing the above: even though both the additidoan and a part of the
supplier's zero-period loan is covered by doubléateral, this arrangement also acts to
weaken the motivation of the two entrepreneurs. Bn again, that needs to be
compensated, which is the reason why the absohite\of the income pledged to the

bank can not exceed the pledgeable income of theidual liability construction.

2.3.2.4Welfare Effect
The last aspect to be examined is the welfare teffethe joint liability arrangement.

Just like Tirole, | am also going to measure sogtdity through the expected value of
the NPVs realized by the two projects. Even thatighjoint liability construction is the
only one where the project-level expected NPV diffrom the expected NPV of
entrepreneurs (as defined in Chapter 2.3.2.2)hiadke aggregated NPVs are included in
Table 2.9. The calculations showed that the twotisoation arrangements (under
individual or joint liability) are characterized bthe same level of social utility,
exceeding that of the liquidation scenario. Thigliing corresponds to our expectations,
as in both cases, the three actors can realizgatine expected aggregated cash flow on
the same aggregated investment. The sharing diathiéty only affects expected cash

flows on the project owners’ level.

Project NPV Supplier + Customer

Customer liquidated in case
of a liquidity shock Py (RI+r1i) =1 =i=@1-q)py, (cIR+ri)

Continuation with the

customer’s individual

liability Py (RI+ri) =1 =i = 2-q)cl
Continuation with joint
liability Py (RI+ri) =1 =i —(1-q)cl

Table 2.9.: Totals of the projects’ expected NRWgHe three constructions

Source: author’s calculation
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2.3.2.5Comparing the Three Constructions - Findings
The comparison of the three constructions is sunzedin detail in Table 2.10. It can

be concluded that in the model described in Chapigrl, a part of the loans being
covered by a joint liability arrangement does rextuce credit rationing. The reason is
that both entrepreneurs have to pledge an additgaraof their income because of the
liquidity loan, even though it will be only one tfiem who will pay back the credit.
Continuation under individual liability is usuallavorable to the two entrepreneurs
with respect to credit rationing, yet they might be able to enter the optimal contract
in this scenario.

Entrepreneurs’ NPV values have shown that the idit costs of joint liability reduce
the entrepreneurs’ utilities. Given that the issganf a first-period liquidity loan is
more frequently favorable for the bank under ingiagl liability than it is under joint
liability, the profit maximization of the bank doast, either, force the entrepreneurs to

opt for the continuation strategy suboptimal farth
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Aspect Const.] Expression for measuring the aspegiiéstion Result Condition
Borrowing Liquid [ JRel+ (L gpri + PL AP BT
| | Avaz11-p, (RA-0) - =) | +i| 1-gpy, (r -——2——) PR OO e, P
capacity ation i Ap a(py —1p,) >[1+p, 3~ 2p)cl
L
L) _ J>-L
contin| - vasi|1-p. (R-B )} '{1 (r -2 )} @+ p,, el
+az=l|1- -—) | +i|1- r-—)|+@+py)c
uation i P Ap P Ap Py
(®
Joint B . b In any case
| Avazi1-p(R--2) [+il1-p, (r =) [+[1+ p,y B-2p)cl C>J |
liabilit Ap Ap puRel+ (- p,ri + 2L p DL
C~L py—Ap.  Ap
y (J) > L+ p,,)cl
Supplier’s L Py Rl[l—c(l— Q)] -1
utility C pyRI -1 C>=J~L |Inanycase
J P4 [RI - @-9)@- p,)cl]-1
Customer's | L qpy,ri —i C>-L puri >cl
utility C p,ri —i—(1-q)cl J>C p, <1
J p.[ri - @-a)(2- p,)cl]-i J-L ri > (2- p,)cl

Table 2.10.: Comparison of the three constructions

Source: author’s compilation
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Expected valug L* i B b .. :
Rl = Py (R=-)1 + P (r ——)i = (1 = A) — (i —a) - b opap
of the net Ap Ap (L-a)pycl + L-Q) pyri + p, —G=—"E>
b —A J>-L Ap Py _/]pL
pledgeable ~(L-q)p,cl - @-q)p,ri — P, A_gipL _/]pL >clfi-q+p, 3-2p,)]
income to the PPy P
C continuatbn — B b . .
bank R = Py (R= )1+ F(0) Py (=i =(1 = A= =) -
P
~[ A (p)do@+ py, +pyR)
0 In any case
3 » C>J
oint _ B : .
Pk = DH(R-A—p)I +F(p)p, (r -A—p)l —(I-A-(-a)-
P
- [ (p)dplL+ p, 3-2p) + PR
0
Welfare effect py(RI+ri)=1-i—-(1-q)p, (CIR+ri)
C Py (RI+ri)=1-i-@-q)cl J=C>L In any case
p,(RI+ri)—1-i—@1-q)cl

Table 2.10. (continued): Comparison of the threestauctions

Source: author’s compilation
*. The expression holds true for an accounts red®esbalance of a given amouht Can be compared with the other elements of Table

2.9., leading to the conclusiah>- L .
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2.3.3 Model Variations for Joint Liability
After having compared the individual and the jdiability constructions, and having

concluded that the doubled collateral provideddtjliability is making the loan more
expensive for every party, | will examine the raimess of the results. First | define the
model variations, then the evaluation follows adany to the aspects already applied in

the previous chapters.

2.3.3.1Factoring
If the extent of joint liability is decreased, these arrive to an already existing market

solution, to recourse factoring. More preciselyctdaing can be reformulated in the
framework of the joint liability model. The bankauates the credit application of the
two contractors jointly. The positive decision mgdhat the bank provides not only
financing but also factoring services to the sugpli

According to the local practice most of the faotompanies are trying to buy all the
invoices issued by a given customer, and to cdventhole customer portfolios of a
given client. When buying the invoice usually thiertts receive 80% of the demanded
amount. The remaining 20% usually meant the faaydiee, and patrtially is paid to the
client after the customer had accomplished. In cégbe recourse factoring, which is
the local practice, the factor does not bear tleglitirisk of the issuer, i.e. the bank is
making the client to buy back the invoice of thenypaying client. (Martinkd, 2009)
Thus the contract with pecuniary interest is cotingrits own customers’ credit risk to
the credit risk of the supplier. The contractor whasing the factoring can only benefit
from the increase of the turnover of the receivsibe/she cannot hedge the credit risk
of the trade credit.

In the model of the factoring everything shall mehianged if the customer pays at the
due date. Let change the model as follows in tlse od a liquidity shock, which has a
probability of (1-q) or (1-1q) depending on the effort of the customer. The sepstill
owes joint liability for the newcl sized credit of the customer. On the other haed th
customer won'’t be responsible for his/her partia original loan of the supplier. Then

the following terms will define the constraintstbé optimal contract:

p,(IR-R)+p,(ir-r)=1-A+i-a+cl (2.43)



R > E—IL + (- p)cl (2.44)

r, 2%+C| (2.45)

By restating the inequality (2.43-2.45) we will geiw much initial capital we need to

reach the size of the projedtandi.

A+az{1—pH(R—A%)}i{l—pH(r—Aip)}[pH(z—pL)ﬂ]cl (2.46)

2.3.3.2The Cessation of Private Benefit in case of Liquidaon
In this sub-chapter | describe a model variatiorhicv will only influence the

constructions with individual liability, when theabk and the supplier are liquidating
the customer in case of the customer’s insolvenCyntrarily to the original
assumptions, in case of liquidation the customaetoisrealizing thebi private benefit,
he/she is losing the whole amount. Compared tamtlgenal version, this modification
decreases the customer’s incentive compatible iecama credit rationing also.

The optimal contract then will only be modified the case of the customer. The
individual rationality constraint of the bank (2)47the incentive compatibility
constraint of the contractor (2.48) and the maxintewe! of external financing (2.49) is

given with the following expressions:

ap, (ri-r,)zi-a (2.47)

apur, = Agp.r, + Agbi (2.48)

a> i{l— ap,, (r —L) (2.49)
Py _/]pL

2.3.3.3The Liquidation Value of the Project is Positive
In the previous parts of modeling the bank alwages all of it's claims, if the client

defaults. l.e. from the measuring numbers of tlelitrisk the recovery rate (RR) was
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taken to be 0, and thus the loss given default (L@&s assumed to be 100%. Similarly
the supplier lost the whole value of receivablesinécl.

In this alternative variation a higher RR is supgggbs all of the three constructions than
zero. Because the LGD is influenced by the semni@iitd the contracted collaterals, it
should be decided whether the bank requires cddllateom it's clients or not. Taking
into account the national practice, | have builthe collateral to the model. Although
for the bank the collateral is going to be lessughle, than for the contractor, who in
case of non-payment is forced to resign from higfineducing asset.

The required collateral shall be an asset with akeie of | for the customer! The
collateral required from the supplier shall repredevalue for the particular contractor.
In case of non-payment the bank will only reajfzportion of the original value of the
collateral, where 0# <1. If the bank decides to provide a liquidityna@ the customer
in the first period, there is not any additionallateral needed. Similarly the supplier
will be able to partially collect his receivablesrh the customer. In case of the liquidity
difficulties of the customer or beside the unsusftidsproject of the customer the
supplier only collectscl of his/hercl sized claims. The parameter can take a value
from the (0;1) interval. All of the other parameteof the project are the same,
compared to the previous chapters.

The assumption of an LGD<1 is modifying not oritye tmodel of joint liability, but
also the individual contracts, that's why it is essary to reformulate all the three
constructions. If the bank and the supplier areitigting the customer in case of a
liquidity shock, then the bank’s individual ratiditya constraint — besides individual
liability- is (2.50.a-b), in addition the incentiv®nstraint of the supplier (2.51.a-b) can

be given with the following inequalities:

P (IR-R)+@-p,)A=1-A (2.50a)
p.[A-ca-y)IR-R]+@-p )AL= - A (2.50b)
P, (R, +L)2 p (R, +L)+BI (2.51a)
Py (R, +L)2 p (R, +L) +BI(1- (1~ ))c) (2.51b)

By restating the expressions (2.50.a-b) and (2B)}l.and by using thefp=pu-p.

nomination we will have a limit (2.52) for the bowing capacity of the borrower.
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Az I{l— P, {R(l— - o) —Ai’p}}— Lp, +@-p,)A] (2.52)

Because this thread is identical to the previoussptherefore instead of the further
derivations | just concentrate on the descriptidnoptimal contracts. The optimal
contract of the costumer, if it can be liquidatedhe first period by the partners (2.53)
is given by the following inequality:

L)}—f[qm +(-ap,)] (2.53)
a(py —4p.)

If the bank gives an additional liquidity loan fitre customer to be able to continue to

az= i{l— qp, (r —
project then (2.54) determines the supplier’'s @&85) the customer’s optimal contract.

Az I{l_ Pu |:R_A;Bpj|} - L[pH +(1-p, ):8] (2.54)

az i{l_ Py (I’ _%)]" (1+ Pu )Cl —E[ Py + (1_ Pu ):8] (2-55)

In case of conditional joint liability the commororowing capacity (2.56) can be

counted as follows:

A+az {1— P, (R—Aip)}i{l— Py (r —Aﬂp)}+[1+ Py B-2p)Jcl = (L+0)[p, + - py) A
(2.56)

2.3.3.4The Evaluation of Alternative Models
After having presented the main alternatives, | exlamine how the original model of

conditional joint liability can be improved.

The results regarding factoring can be found inl@dbl11. It proves that factoring
dominates the model of conditional joint liabiligom the aspects of credit rationing
and the continuation strategy of the bank. Theangtion is the same in both cases. In
case of factoring the conditional joint liabilityoels not destroy the motivation of the
borrowers, and by this a higher pledgeable incoarehle reached, what is increasing
the lending willingness of the bank. According be same aspects the customer would
like to avoid his/her responsibility in the supphkeloan, thus he/she always prefers
factoring to joint liability. Then he/she receivadiquidity loan ,cheaper” with lower

additional responsibility in the factoring versioh the model, than in case of joint
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liability. For the supplier and from the aspecinadifare effect the two constructions are
equivalent.

By comparing the factoring to continuation with iWidual liability, we find that even
though factoring does not decrease credit ratiqriug it provides the bank a higher
expected profit, thus the bank determines a lasst stontinuation rule, than in the
simple continuation model. It can happen that e borrowers accept a smaller sized
project in order to assure a less stricter continnarule for themselves ex ante. This
latter solution results in a higher utility for tleeistomer while the supplier's utility
won't change, because he/she still has to bearcthumterparty risk related to the
customer. From the aspect of social welfare, tieer® change either, the distribution of
the responsibility between the two contractors wolhly influence the income
distribution amongst them, but will not influen¢etwhole produced income.

The decreasing private benefit of the customex@rened by Table 2.12. The changes
in the conditions of the model will modify the ap&l contract and the borrowing
capacity. The conclusion is that joint liability wld result in such a high level of
pledged income, that it would not decrease cradiibming.

In the third alternative model not only the constion of joint liability will be
modified,

but also the individual contracts, which were uaed reference point. Therefore Table
2.13. compares the three loan contracts accordirthe aspects of the bank, the two
borrowers and the welfare effect.

The effect of the collateral is influencing thedérconstructions in a nearly identical
way. The connected modifications will only differ case of the welfare effect; however
the former conclusion is just gaining more strerfyghe too. Thus it can be concluded,
that the collateral required by the bank does hange the results of the previous sub-
chapters.

The partial collection of receivables can influetice expected net present value of the
supplier in merit. In the original model, there was evident preference order for the
supplier amongst the three constructions-E>-L), which next to the positive
liquidation value of the receivables will not bengaleted in any cases. It is still true
from the point of view of the supplier that the tooation with individual liability
dominates the liquidation of the customer and jdisdbility. However for he/she will
only prefer joint liability to the liquidation of he customer if the

(I-y)R>(@- p,)expression is true. l.e. if the supplier loses lessase of the non-
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payment of the customer, he/she will be less m@/ao participate in joint liability.
At the other criteria of evaluation the conditiopgoviding the advantage of joint
liability partially changed, but the preference emdwas not modified in a way like the

NPV of the suppliers.
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Table 2.11.: The evaluation of factoring

joint _— _E _£ I — — — (1 — -
Panc = Pr (R Ap)l +F(o)py (r Ap)l (I-A-(-a

- [ A ()dol1+ p, B-2p) + PR

Aspect ConstructiofExpression for measuring the aspect in question ulRes | Condition
Borrowing Factoring B . b
capacity (F) Atazl1-p, (R_A_p) +il1-p,(r _A_p) +[1+ py 2- p)el
3 - . F>~J In any case
A+az {1_ Pu (R_A_p)} +i{l_ Pn (I’ _A_p)} +[1+ Py (3_2pL)]CI
The supplier'y F py[RI - @-q)@- p,)cl] -1
utility J P, [RI —@-qg)1- p, )C|]_ | J=F In any case
Th_e customer’'{ F Py [ri - (1—q)c|]—i
utility J P [ri —(-o)(2- p, )cl]—i F>J In any case
Expected valu{F ol B b .. .
of P the ne Pk = pH(R_A_p)l +F(p)p, (r _A_p)l —(1-A-(-a)-
pledgeable ’
noome 1o the - [ (p)dplL+ p, @ p,) + puR]
3 0 F>J In any case
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Welfare effect |F py (RI+ri)—1—-i—@-q)cl
J py (RI+ri) =1 -i-@-q)cl J=F In any case
Source: author’s compilation
Const
Aspect ructio | Expression for measuring the aspect in question ulReg Condition
n
Borrowing | L ] B 1 [ b puRcl+ (L= q)py,ri -
A+a=1|1- R-—)|+i|1- r-———) |+ pyRcl .
capacity _ Py ( Ap)_ ap. ( ] -ApL) Py . _{pH (L-gAp,) - Ap, (1—qu)}p bi
- H
C = B 4 b Py — AP Ap
A+a=1|1-p, (R——)|+i|1-p,(r ——)} @+ p,)cl >[1+p, @~ 2p,)cl
L Ap | | Ap C>J
In any case
J i B _ b pyRel + (L-a)p,ri -
Atazl|1-py(R= ) |+l 1= py (1= 1) |+ i py B-2p)e _{pH (kquH)_ApLa-qu)}p bi
- Cs-1L Ph _ApL § Ap

> @+ py)el

Table 2.12.: The comparison of the models in cdsleeodecreased private benefit of the customer

Source: author’'s compilation
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Aspect Const-| Expression for measuring the aspect in question ulRe$ Condition
ruction
Bor- L i B . pHR(l_ V)CI + (1_ q)pHri +
. A+az| 1—pH(R(1—c(1—v»——>}+u 1-gpy(r——————) |- o ~Ap. b
rowing i Ap APy —Ap.) + L—)\L P~ >1+ Py (3-2p,)c
capacity —(L+0)[py + @-p,)B] Pu AP P
_ J>L
¢ Atazl 1_pH(R_E) +i 1_pH(r_£) +(1+pH)CI_
i Ap Ap
~(L+0[p, + @-p,)B]
J B _ b In any case
A+az I[l_ Pu(R _Ap):| + |[l_ Py (r _Ap):| + [l+ Py (- 2pL)]CI - CsJ
=(L+0[p, + - p.)B]
Supp- |L py[RI - @-ag)@-pY)Rel]-1 - @~ p,)L cs 3 |Inanycase
lier's C p,RI-1-(1-p,)L C>L |Inanycase
utilit - -
v eR-aaa-pael-T-a-pot N
Custo- |L ap,ri —i—@-qp, )¢ C-L | p,(ri+0)>cl
mer’s C p,ri —i—(@-qg)cl - 1-p,)! J>=C [Inanycase
utility . : i
J py[ri - @-q)2-p,)cl]-i-@-p,)/ J-L fri+e>@2-p,)cl

Table 2.13. : The comparison of the three consibastin case of LGD<1

Source: author’'s compilation
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Expected valug L* - B b .. :
of the net Poane = Py (R=———)1 + p, (r——)i-(1 -A) - (i-a) -
Ap Ap
pledgeable b ]
income to thq o _ M . P. — 4P,
o @-a)pyet +[py + @ Pyl - Q- pyri - py BT
C tinuaaion B b H H
Pk " = pH(R_A_p)I +F(p)py (r _A_p)l —(1-A-(-a)-
’ C>J In any case
~ [ (0)dp+ py + PR +[py + - P )AL +[F () Py + A= F(0) P ) BI!
T Rer s Ry FopL - 2= - --a)-
bank H Ap H Ap
- [ A (p)dolL+ p, B-2p) + pu R+ [py + A= p)BIL+[F (O py + L~ F(0) P, )BY
Welfare effect | L py(RI+ri)=1-i-@A-qg)p, (cIR+ri)-A-qp,)A-L)/-@1-p,)Q- L)L
C py(RI+ri)=1-i—-@-qg)cl -@-p,)2L-B)(L+7) J=C>L |Inanycase

py (RI+1i) =1 —i=(@1-qg)cl - (1= p,)A-B)(L +1)

Table 2.13. (continued): The comparison of thedhlsenstructions in case of LGD<1
*. In case of a cl sized receivables the expressdrue, it can hardly be compared to the othemstduents with the table

Source: author’'s compilation
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To sum up the results of the examined constructithheschanges of the conditions will
not influence the former conclusion. The model pobwo be robust. However the
conditional joint liability would be able to decssacredit rationing, but it puts such
extra expenses to the contractors that individugbillty is proved to be more
advantageous. But in case of factoring — whichasby accident an existing market
solution — the contractors may accept the extrascedated to factoring, even if it is
suboptimal for them, in order to assure the coutiiom ex ante. Because they know that
the financing bank prefers continuation with factgrto continuation with individual

liability.

2.3.4 The Numerical lllustration of the Models
To close the modeling | illustrate the models alse@resented with some numerical

illustrations. This illustration helps to undersiatine criteria according to which | am

comparing the different constructions in Table 2.10

Table 2.14. contains the input data of the supplret the customer, where the figures
are identical to the assumptions used during théetnouilding. Relying on Table 2.14.

the size of the projects of the borrowernsgndi) is given and we are looking for the

minimal own investmentA anda) in Table 2.15.

The project of the | The project of the
supplier customer

I 100]i 80

R 1.15]r 1.20

B 0.2]b 0.18

c 0.05]|A 0.97

q 0.88

Table 2.14.: The input parameters of the projeétthe contractors

Source: own calculation

Based on the input parameters the constraints efptrticipants and the main the
figures of the projects can be calculated. Tall®.Zontains the related findings.

The minimal owner’s equity and the size of the |le@not given separated for the two
borrowers in case of joint liability. (See cellsghiighted in blue). To define the
separated value of the loans, | divided the valueotl external financingl{A+i-a)

into two parts proportional to the size of the finad projects. The needed initial
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wealth of borrowersA anda) is the difference of the projects total sizeidi) and of
the separated amounts of the lo@fA) and(i-a)).

Supplier Customer Together

L C J L C J L C J
Minimal owner’s
equity (A, a) 72.21| 66.75| 65.48]50.22| 53.27 |57.39|122.44|120.02 | 122.87
The amount of the
loan 27.79| 33.25| 34.52]29.78| 31.73|27.61| 57.56| 64.98| 62.13
Maximal size of
the project 100.00 | 100.00 | 100.00] 80.00 | 85.00|85.00|180.00|185.00| 185.00
Maximal level of
leverage
(D/V) 0.28 0.33 0.35] 0.37| 0.37| 0.32 0.32 0.35 0.34
The borrower’s
Incentive 80.00| 80.00| 81.50|60.38| 62.60|64.10]140.38|142.60| 145.60
compatible
revenue
The project’s
expected revenue |108.59|109.25|109.25]80.26| 91.20|91.20]188.85 | 200.45 | 200.45
Expected project
NPV 8.59 9.25 9.25|] 0.26| 10.60|10.60 8.85| 19.85| 19.85

Table 2.15.: The main indicators of the projects

Source: own calculation

It also has to be explained, how the maximal ptgere can grow from the initial 80 to
85 unit in the continuation and the joint liabilitpnstruction, what is given by Table
2.14. (Accordingly the two contractor’ combined jex size differs from 180, it is 185.
See the cells highlighted in grey!) The explanaigrthat the liquidity loan is already
included in Table 2.15., however it is only neede(lL-q) part of the cases. The amount
of the liquidity loan equals the supplier’'s clairhsize cl which has a value of 5 in the
numerical example.

In the case of the supplier joint liability proveléhe highest leverage possible. It is the
customer who has to counterweight the increasheofaverage with his/her equity. The
combined leverage of the two contractors alrealdgtiiates this finding; continuation
with joint liability is dominated by the individuatonstruction. The incentive-
compatible income of the supplier is growing in@dance with the additional liability
in the joint model. From the aspect of the expedtemdme and the expected NPV,
individual and joint liability are identical for éhsupplier.

In case of the customer’s project the constructitih possible liquidation enables

financing with the lowest owner’s equity and inéeatcompatible revenue for the
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borrower. The explanation is given by equitatiorl@. Only in this construction are
the parameters andq part of the optimal loan contract. In every otbase only the
possibility of the liquidity shock appears and thas not the exact value of the
connected probabilities incorporated to the comtrlidhe liquidation is possible, the
customer’s motivation to behave is high enoughlimwaa lower level of equity and
borrower’s incentive compatible revenue. In thestarction of liquidation the effect of
.misbehaving” appears in the model not only throygh but also trough thel
parameter,while regardless of the chosen strategyis basically decreasing the
probability of success. In the continuation congians the danger of liquidation does
not incite the customer, thus the bank has to fureecustomers with the other elements
(highera andry) to a proper effort.

In the construction with liquidation, however thigthleverage of the customer will not
compensate the high equity requirements of the Imspghus for the two projects
together joint liability requires less initial wéal

The three constructions were not only evaluatedldwerage and the borrowing
capacity, Table 2.16. sums up the other relevamkens for the three contractors and

for the society.

L C J
Continuation rule -] 11.99] 10.10
Welfare effect 8.85| 19.85| 19.85
Supplier’s utility 8.59 9.25 9.22
Customer ‘s utility 0.26] 10.63| 10.60
Owners’ utility 8.85] 19.88] 19.82

Table 2.16.: The banks continuation role and thigyibf stakeholders

Source: own calculation

The bank determines less strict continuation rwlés individual liability. The maximal
size of the customer’s payaldé which can be covered by the bank’s liquidity laan
11.99. This threshold in case of joint liabilitylidecrease to 10.10.

The expected net present value regarding theyublitthe stakeholders fits with the
earlier results. The welfare effect is measuredhgy expected NPV values of Table
2.15. The expected NPV is always higher in casanyf kind of continuation than in

case of the liquidation of the customer. Even tobssmility of the joint liability is
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decreasing the expected NPV of the two contractoosyever the continuation even
with joint liability dominates the scenario of ligiation.
The reality of the parameters of Table 2.14. shcwddjudged empirically, but the

empirical analysis is not part of this theoreticabdeling chapter.

2.3.5 The Possibilities and the Limits of the Model — Joint Liability
amongst the Firms *°

So far in the second part of my thesis | did nateexi the logic of modeling, but to
close these chapters | have to analyze the lirhitssomodels.

The simplified idea used for modeling is, that | applying joint liability in a situation
which is not typical to microfinance; | assume jolrability among two neighbor
members of a supply chain.

There are many essential differences between tgettgroup of microfinance and the
market segment of SME financing. The MFIs’ targedegp consists of individuals
living in a village-society connected to a tightipven social network. There are mainly
self-employed natural persons, individual contrexcio a microloan portfolio. On the
contrary the national SMEs have a legal persondlitgy are originally connected to a
looser social network, which differs from the nalyserson’s connections.

Usually SMEs prefer legal forms with limited liaibyl Then the firms’ bankruptcy fully
differs from the situation where a private persefiadlts. Namely the owner’s pay-off
function is convex: the loss is limited, but on titeer hand the profit is only limited by
the efficiency of the company. The essential ddfexe between the pay-off functions
results that the profit maximalization of natur&@rgons can differ from a company’s
profit orientation.

This problem can be solved at different levels, abrleast we can decrease the
limitedness of the results of the model. Firstijt staying within the framework of the
model | can refer to the works of Jean Tirole. la Works usually and in his book
“Theory of Corporate Finance”, he is modeling tih@aificing of the companies with
limited economic liability. As | build my own modeising Tirole’s framework, the
conclusions of the above chapters explicitly canthae fact of limited liability. Namely

*This sub-chapter mainly reflects to the critiques | received from the reviewers and my colleagues for
the draft version of this dissertation.
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the contractors only participate in the financirfghe project with a capital of siz&
anda, and their loss never exceed the value of theested equity. Tirole supposes the
maximalaziation of utility measured by the expedwelV and the participants are risk
neutral. (Namely the standard deviation of the mméz@d expected value is neutral.)
My own model follows his framework in this aspect.

In the literature of microfinance there is a lamgember of models, and usually the
authors define the actors’ incentive limits in antract theoretical framework, relying
on the expected revenue and on the expected ufilitgrefore | reckon, that the
combination of the results of Tirole’s models anitnofinance can be accepted at the
level of modeling.

However as a next step | look for examples in ileedture whether joint liability can be
applied amongst the companies. The first impressothat the literature of group
lending does not provide too many base in this tijpresThe authors are usually using
the following terms to describe the target groupbeiits), the participants of the
programs: ,poor”, ,poor individuals”, ,borrowers;microentrepreneurs”. Even if the
term, ,firm” appears, it soon turns out, that thehars are writing about self-employed
borrowers or about a family business. Other autboreot provide any details about the
clients of the particular MFI examined by him/h&ccording to the testimony of the
webpage of BRAC, FINCA, CASHPOR and the GrameenkBahe mentioned
institutes are lending to private persons and dedlg to women. (according to the
viewpoint from April, 2011). Therefore the constiioa of joint liability can not be
automatically applied to the financing of firms out further explanation.

However after reviewing the literature from thispast, even if it is not a typical
practice however, | have found constructions, whihusing joint liability amongst the
firms. For instance in the model of Gangopadhyay laensink (2005) a firm with high
risk level is the guarantor in the loan contractao$afe firm. In their article they are
modeling the contract with the methodology presg¢atsove.

Earlier | have reasoned why | have specificallyetajoint liability from the elements of
group constructions. The customer and the supgrer naturally in a dependent
relationship with each other even without bankticiag. They are often connected to
each other by two ties: the product-flow from thepdier towards the customer is
followed by the cash flow in the opposite directidinthe supplier sells on credit, the
second tie among the participants is the tradeitcnestead of the immediate cash

payment. Therefore the supplier is exposed to #&dnpr’'s credit risk anyway. A
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possible non-payment of the customer can resudomtagion, namely the supplier may
have a delay on his/her own payables, for instantehis bank-loan. This existing
implicit dependence is converted to the contragtet liability to increase borrowing-
capacity in my model. Such an extension or refoatnoh of joint liability is not unique
in the literature; we can describe the idea, agémeralization of joint liability.

Philip Bond (2004) in his article extends the caqicef joint liability, when he
examines the joint liability of the clients of avgn financial institute. The individual
borrowers only get future financing, if the finaalcinstitute survives, what depends on
the repayment of all the individual borrowers. Tdhdsrrowers only have access to
future financing if there are enough other borraweho repaid their loans. Thus the
situation can be interpreted that there is a kindiat liability between the participants.
An even more spill example is broached by the autivben he claims, that there is a
similar dependence amongst the employees of a firthey are not working according
to their best knowledge, the performance of the faan decrease, and finally it may
default. Then every employee has to find a new plade, and can count with
temporary unemployment.

If we use this kind of extended joint liability,ah its application amongst the firms
becomes acceptable. However a real limit of comigiraf microfinance and the SME
lending can be, that SME’s revenue is higher thanncome of the poorest members in
the society. The higher income level can contrithate higher risk taking level than that
of target-group of microfinance, where accordingptoticular authors borrowers are
risk averse above the optimal level. That is whyg fuestionable, whether the incentive
structure is encouraging enough or not for SMEntdie

Similarly, the assumption of contingent loan renkeiwaiolated in case of SME sector,
where there are many competitive financial instguBut on the first hand this problem
already exists in the case of the MFI clients, andhe other hand | have modeled the
financing of firms facing credit rationing, and $sumed that they are lack of external
financing.

It can be also questionable, whether there mayleaaier way to form joint liability in
case of firms, than in the worked out model. Evanaaquisition can happen, what
cannot even be mentioned amongst natural persomsever the goal of the firms
presented in the model is not joint liability, & only a necessity originated from the
business relationships between them, and its exserdentical with the size of the

provided trade credit. The possibility of acquaitiis particularly questionable, because
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the thesis is modeling credit rationed firms, whitie income available for debt-service
can be influenced by the non-payment of even orstomer. There can be model
variations imagined — which are not contained inthmsis — that the non-payment of
the customer influences even the supplier's prdiabof success (Siks-Havran-
Csoka, 2010).

Finally let me shortly conclude the results of #geond part of the thesis. Starting from
the works of Jean Tirole [2005] | have presentea icontract theoretical framework
how the non-paying customer affects the borrowiagacity of the supplier. The
phenomenon of credit rationing was not a surprigiegult, since the informational
asymmetry increased between the bank and its chepbssible suggestion for solving
this problem is the model of conditional joint litdy, which is using the existing
dependence structure between the neighbor membé¢he supply chain as a special
form of collateral.

The credit risk — related to the trade credit pded the customer by the supplier — is
made explicit by the worked out contract structu@ompared to the individual
contracts for the customer and for the supplieg, ¢bnstruction of conditional joint
liability will not decrease credit rationing, besauaccording to the frequent critiques in
the literature, the increase of the level of lipitesults in high extra expenses for the
borrowers compared to individual contracts. For tiv® contractors the separate,
individual contracts can be more advantageous, Wemwthe continuation can worth
them even with joint liability. These results caa lheld, even if some of the model's
assumptions are changed. Finally, to close thenskepart of the thesis, | have presented
my main findings with a short numerical illustratjowhere the received results are

identical with the former deductions.
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3 Analysis of the Aged Receivable Balance of a
Customer Portfolio

The last, the third section of my thesis deals whdempirical research. The analysis is
connected to one of the starting points of the sé®ction: the non-paying customer.
The preceding chapters and the author’s publicatliteal earlier (Sics, Havran, Csoka,
2010) present the extent to which a non-payingornet adversely affects the supplier’s
access to external financing. The question examimedis third chapter is, due to the
nature of available data, more general, only faoysn the characterization of the
phenomenon ‘late-payer customer’ instead of theseqguences of non-paying
customers. The question is closely related to cdalst, a phenomenon well-known in
professional circles. In the chapters describirggrttodels, | have only mentioned how
badly Hungarian companies are struck by late paysnand non-paying customers.
Insolvency then spills over to others, thus leadim@g chain of debts. Media reports
estimate such debts to be in the hundred billiorFHahge.

The dissertation aims to use the data availabkxpdore, as far as the given customer
portfolio is concerned, the volume of outstandiredé credits and any related risks.
The methodology employed does not allow for anyegalizations and the sample can
not be considered representative, either, thus indinigs will only be valid for the
businesses examined. Notwithstanding the abovesttity is still unique in its kind, as
there is no data source publicly accessible toenars on the changes in the volume of
outstanding and late receivables except for gugrteacro-level accounts receivable
statistics. This apparent lack of interest is pritpaaused by the lack of data, which is
the very reason why | am exceptionally grateful the anonymousreceivables
management company who provided me with the datdven if it was not the entire
debt chain, | could at least examine the tradeitcpaftfolio of one given company,
thereby contributing to Hungarian literature in tbpic.

The most interesting, ‘ultimate’ question of myeasch is perhaps whether there are
any financial indicators or other non-economic, rpept morale-related variables by
which late-paying customers are homogenous? Whachofs can late-payments be
explained by best? Our findings might provide aidder customer relationship

management practices.
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In order to be able to answer this question, thieviing logical steps are important.
The third chapter starts with a methodologicaladtrction, reviewing the literature of
chain debts (earlier: “queuing”) and the modelsco$tomer-specific credit risk and
default risk. Then a short description of the dat&band the available variables follows.
As the first step of the actual analysis, | wiljpem a cluster analysis in order to find
the major payment patterns in the customer poaf@econd, | am going to explore the
relationship between late payments and other custspecific pieces of information,
employing methodologies appropriate for the levieh®asurement of each variable.
Third, for those elements of the database wheredleant financial statements were
also available, | am going to use logistic reg@sgin analogy to bankruptcy prediction
models, based on the recommendation in the chaptenethodology) to point out the

ratios that might predict future late-payments.

3.1 Methodology

The problem of non-paying customers is logicallypmected to a topic of great history
in Hungarian literature: chain debts (or queuingtasas termed earlier). Thus | am
going to devote some thoughts to the authors efttipic first. These works not having
offered a methodology suitable for the databasquiestion, | will turn to bankruptcy
prediction and credit risk models in my searchdoch a methodology. After all, from
amongst the various multivariate data analysisrtegles, | am going to employ cluster

analysis and logistic regression in the actualyammsbf the data.

3.1.1 Queuing, Chain Debts

Preceding the quantitative analysis, | am firsingaio review Hungarian literature on

queuing (or chain debts, circular debts). Basethgnmeadings so far, there are two eras
of literature to be distinguished: the studies amted before the regime change and
those written afterwards, under the conditions dégeloping market economy.

The very rich literature of the pre-transition eialt with late payments between large
state-owned enterprises. From time to time, expdsechanges in the government’s
economic policies, these companies were facedtvéhhardening’ of their soft budget

constraint. In such times, they used trade crédasing even been legally non-existent
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for quite a long time) as a source of financingittis, they did not settle their accounts
payables.

Enterprises having had only one single current imenkccount, their partners’ claims
had to be queued for some time, depending on tirerdubalance of that one account.
That is where the terms ‘queuing’ and ‘financiakls’ frequently used in literature from
that era come from. The authors of this period igaiocused on the elimination of
queuing (e.g.: Hada, 1990).

At the very beginning of the 1990’s the second tjaesdealt with by many authors
during the time of the evolving, was already présétrofessionals suggested that
businesses’ trade credits, as a form of money gutestwere reducing the efficiency of
monetary policy and loosening the strictness. A&t same time, the macroeconomic
situation of the country and the economic transitrequired a restrictive monetary
policy, thus companies’ efforts to compensate f@ testrictions by a sort of ,quasi
money” creation was undesirable. A good exampletfier above is given by Eva
Véarhegyi (1989a): corporate data — more specificaélie structure of assets and
liabilities — from 1988 show that the demand restsathe government had tried to
enforce through working capital loan operationsengrcumvented by the actors of the
economy by not paying their suppliers’ invoices.rh&gyi (1989a) also reports the
opportunities of monetary restriction having beéghly questionable because of both
the expansion in the public sector and the ,quashey” creation in the corporate
sector. In her opinion, the large corporations,tgoted in both a political and an
economic sense, were not forced to react to monataasures according to the rules of
the market. Monetary policy, thus, contributedhe spreading of queuing, which then
again acted to lessen the effectiveness of monetatsiction. Related calculations were
also published by Eva Varhegyi and Laszl6 Sand@®Z)L They examined the velocity
of circulation of the M2 money supply as a funct@immonetary policy. They also drew
a conclusion pointing well beyond the topic of miamg policies, but highly relevant to
my thesis: the delayed payment of suppliers’ bdlsegarded as a corporate business
decision, which, even though often a result of mdkpressure, reflects inappropriate
behavioral norms.

Besides Eva Varhegyi (e.g. in 1989a), the relatigmbetween queuing and monetary
policy was also discussed by Istvan Abel and LaSdAddor in 1991, while it was the
thesis and the publications of Géza Laszl6 whicha&ind of summary, closed the

discussion of this topic in the mid-nineties. Frdme beginning of the era, the paper of
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Istvan Szalkai (1990) is worth reading, while tl94 thesis of Méria Ivanics provides
a detailed summary of the history of queuing; Géll1992) already uses the term
‘circular debt’.

In addition to the monetary/financial effects, Gd&zszl6 examined the macro-level
problem of queuing on the micro level, too. His ki based on the observation of Eva
Varhegyi and Laszlé Sandor (1992) that non-payneeat business decision, and what
is more, it is a behavioral norm. He developed éiwauiate model of game theory for
companies’ payment norms, proving that the proportf on-time payments has to be
remarkably high in order for the payment norms udher prevail. A relatively low
proportion of late-payers in the economy is alreadgugh for the norm of on-time
payment to erode and give way to the norm of laigment, which turned out to be a
stable equilibrium point in his dynamic game (L&s41992, 1996a-b).

By the mid-nineties, queuing and chain debts (ooutar debts) had lost in popularity
amongst academics, that is, the second — postitteams era of relevant literature had
practically come to an end. Papers on factoring 8ME financing, however, still
mention the phenomenon of chain debts. Though twahdaily press and economic
magazines keep publishing higher and higher figuoggerning debt chains, academic
works on the topic are rather scarce these days. rttainly dealt with in industrial
papers — the 2006 study of Rébert Klujber, foranse, focuses on the construction
industry.

Recent years’ available analyses either originatenfeconomic actors or were
commissioned by the government. Chain debt is @arn@eg topic in the periodical SME
survey of the Institute for Economic and Enterprigesearch (GVI), and the impact
studies of the ministerial departments are uswalbilable on the appropriate website.
As it is apparent from the above summary, Hungdiarature does not offer a suitable
methodology, while international literature aval@abin English is anything but
abundant. Macro-level analyses and theoretical tmggapproaches are both common,
yet neither one suits our micro-level data. Restndies (mainly by GVI) are, on the
other hand, primarily based on aggregate finarstetement figures. Data from earlier
periods also being available to them, they maiolué on basic trends and the simple
description of changes in structure (inter-indusagd volume, Thus on my quest for
the appropriate methodology | had to expand my ieyond non-paying customers

and chain debts, and review the literature of spetaged topics.
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1.1.2. Bankruptcy Prediction and Credit Risk Models

Just like any other type of credit, trade credit® dave a certain credit risk associated
with them. And companies where decisions are made alaily basis concerning
whether a customer should only be allowed to pagdsh or should be extended a line
of credit, and if so, then what should be theiriikmow that very well. Obviously,
corporate credit scoring is rather similar to theda scoring of banks. The study of
Hago (2001) uses expressions like corporate cpatdiity and corporate credit analysis,
as a component of the former concept. Interestingbyne papers in the literature of
financial services analyze the very question whetthis the bank or the supplier that
has a comparative advantage in assessing thevweoettiiness of a company (Diamond,
1984; Emery, 1984; Peterson — Rajan, 1997; Ude04»

Any decent corporate finance textbook discussekiwgrcapital management and the
role of customer relationship management (CRM) withTheir choice of
methodologies is, however, far from abundant. Thestnstraightforward way is to
review the customer’s previous orders and paymestody. Authors tend to agree that
suppliers should primarily rely on external souricehe case of new customers.

The customer’s ratings by international rating ages (if any) and the data in Dun &
Bradstreet database could be leading aspects. &n@bommendation of the textbooks
is that the supplier should commission its bankat® some of its large customers,
maybe even calling in their bank, as well. Publialailable and for-pay blacklists, bad
debtor registers might also reveal important infation about new customers (Allen,
Myers and Brealey, 2008). Another possibility isuse the method of relationship
banking, i.e. the 5C principle (to be discussedatail in the section about SME lending
related methods). Some authors even suggest tleatsupplier should regard the
extension of a trade credit as an investment dectiend determine the level of expected
loss and expected profit so as to earn on the tcaadexpected return corresponding to
the level of risk taken (Atrill, 2003). This lattedea is, unfortunately, hardly ever
accompanied by any specific methodological recontatons.

Following the advice of the textbooks to possildk @ane’s bank about one’s potential
customers, my dissertation will also focus on thedit risk methodology used by
banks. Lajos Horvath and Attila Mészéaros (1996 duRiszkei Papir Ltd. as an example

when discussing that banks’ credit scoring expegemight also facilitate businesses’
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customer rating efforts. According to them, they kespects to developing a customer

rating system are:

. It should express the customer’s importance

. Changes in customer behavior should be quantifiable

. It should express the customer’s willingness to pay

. Loan impairment losses should be recorded by cusmtom

. It should characterize the general economic sitnatf customers

. It should indicate customers’ bankruptcy risk (thtem was considered

particularly important by Horvath and Mészaros)

. The credit risk associated with each customer shbealdescribed
. It should determine the credit limit for each cuséy
. It should facilitate the management of credit Isnitollaterals and exposure

As also mentioned by the authors, the above aspectsspond to the aspects of a
bank’s credit rating system. Therefore, the work ajfos Horvath and Mészaros (1996)
provides the foundations for the topic of presérapter, that is, the review of credit risk
related models — knowing that these models wereldped primarily to support banks’
and other financial institutions’ lending and rislanagement decisions.

Before introducing the models, | will briefly deérthe concept of credit risk. From a
practical point of view, according to the HFSA (Hamian Financial Supervisory

Authority) directive based on the recommendationthe Basel Committee on Banking

Supervision:

»Credit risk: in the narrow sense it is the riskaththe other contractual party will not

be able to meet its obligations (arising from arlpa deferred payment arrangement or
any other credit-like legal relation) in accordanaeith agreed terms, potentially

causing the financial institution to incur a lo$s.the broad sense, any risk arising from
non-fulfillment is considered credit risk, includimisks arising from the non-fulfillment

of sales contracts (settlement risk, open accouadet risk) and from the future

fulfillment of sales contracts (replacement risk)(Source: HFSA, 2001)

Theoretical studies agree with the above definjtipet delve into a more detailed
account of it, also employing the concept of defaisk. Default risk is the risk of any

losses incurred due to the debtor’s full or partiefault. Thus in the case of banks,

defaulting on the interest, defaulting on the ppator defaulting on both all belong to
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this category. In practice, there is one more etgnb@ be included in the definition:
time. Most financial institutions, in accordancetiwBasel Il, consider a client to be
defaulted if they are more than 90 days past duediCrisk, though it obviously
includes default risk, is a broader concept. Beytheddefault itself, an increase in the
probability of the borrower’'s default is a credgk event, as well. This latter part of
credit risk is referred to in literature aggration / transition risk (For a more detailed
credit risk definition see Jorion, 1999; McNeil,elfrand Embrechts, 2005; Crouhy,
Galai and Mark, 2005.)

3.1.1.1Types of Credit Risk Models

The literature of credit and default risk modelisgather abundant, and what is more,
these keywords often lead to writings with surpggy differing contents. | read
overviews from a number of authors, yet neithetheim managed to classify all of the
models. Thus, first of all, | will try to systemadi the literature | read, without going
into details about the specific models. The autluigesd the following aspects to classify
the models:
» Historical / chronological order (e.g. Carling, dbson, Linde and Roszbach,
2007)
* Individual vs. portfolio models
e The size of the company to be examined (e.g. Fatkem Boral, Carty, 2000).
This is equivalent to a classification by lendieghniquestfansaction banking
relationship bankiny (E.g. Allen, DeLong and Saunders, 2004.)
» Classification by content, where models might besdusfor analytical,
measurement / risk management or pricing purposgs Altman, Saunders,
1997 or partly McNeil, Frey and Embrechts, 2005)
* The methodology used

* The type of the data used (market vs. accountixggenous vs. endogenous).

These individual classification criteria can be tomed and matched with or
complemented by each other. In the below descripteach model is going to be
categorized by each above-mentioned aspect.

From a historical approach, it is the accountingeo so-called credit risk scoring
models we will first encounter in literature, thanme of which is quite telling about the
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type of data they use. These individual models esehe prediction of individual
defaults by estimating the probability of defawlt,at least by forming groups that are
homogenous by the level of default risk associatéti the applicants. Accordingly,
they might be considered risk measurement / managemodels by content. As a
result, financial institutions generally calculatgernal ratings for their clients. This
earliest approach includes the following methodmlalggroups (see Table 3.1. — the

fourth column denotes the first user of each metlagy):

One variable Beaver (1966)

Multiple discriminant Altman (1968)
analysis (MDA)

Linear regression

Accounting- Logistic regression Ohison (1980),
based models ) g g Zavgren (1985)
Multiple
variables Probit model Zmijewski (1984)
Recursive partitioning Frydman, Altman,
algorithm Kao (1985)

Odom, Sharda

Neural networks (1990)

Table 3.1.: Classification of accounting-based lkraptcy prediction models
Source: author’'s compilation based on (Altman-Saungd1997), (Liao-Chen-Chou,
2005) and (Platt-Platt, 1990)

Similar classifications can be found in the worksmumber of international and
Hungarian authors, like Kiss (2003), Virag (20043 ®ravecz (2008).

Continuing along the chronological line of thoughltman and Saunders (1997) coined
the term ‘market-based models’ for the then new @wd their own classification.
According to Dietsch and Petey (2002), this was pgbmt where the models became
separable by company size. Those default-focuseatkriptcy prediction models,
namely, that makes use of accounting data, carsée to analyze non—traded corporate
loans. For such non-traded loans, according tosbiieaind Petey, it is only a default
that represents a real change, as compared tdateedf solvency, from the point of

view of the bank — a risk of downgrading can notiriterpreted in this case. This is why
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they assert that the market-based approach (atdading migration risk) can be only
applied for corporate clients traded on the stoekket.

Table 3.2. shows the classification of market-basedlels. In structured models, a
default occurs whenever the market value of thedwer’'s assets falls under the face
value of the loan. As structural form models aredu® model the processes concerning
the asset value of one specific debtor, they aitatda for predicting individual credit
risk events. Moreover, these analyses already meske of market data instead of
accounting figures. In reduced form models, howevbe process describing the
occurrence of the default is an exogenous one, these is no debtor-specific
explanation.

Jarrow-Turnbull
(1995), Jarrow et al.

Reduced form (1997), Duffie-

models Singleton (1998,
1999)
Merton (1974), KMV
Option based model (1987),
models Kealhofer-model
Market-based (1996)
models
Jonkhart(1979), Iben-
Structural form Spread-based Litterman (1991), Hull-
models implicit PD

White (1995)

"Mortality rate" Altman (1989)

Table 3.2.: Classification of the market-basedddrask models
Source: author’'s compilation, primarily based ontf@an-Saunders, 1997), (Liao-
Chen-Chou, 2005) and (Platt-Platt, 1990)

Table 3.2. might, however, be enriched by one aitdit dimension, which allows for
the incorporation into the classification of sonuettier aspects: content, methodology
and the characteristics of variables. It is propdWdtNeil, Frey and Embrechts (2005)
who provided the most comprehensive overview oficed form and structural form
models. Table 3.3., complementing Table 32 based on their work. Static models,

determining the probability distribution of the foa value for one given point in time,
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are suitable for risk management and measuremepbges. Dynamic models, on the
other hand, facilitate pricing by focusing on thred function of the process instead of a
single point in time. (As the topic of pricing ertis well beyond the limits of this
chapter, | will not go into any further detail. ®e&l authors, for example Duffie and
Singleton (2003) and Lando (2004) have devotedhéireebook to the topic.)

The name threshold-models'refers to the fact that the default occurs if arigen the
stochastic variable denoting the asset value dbgpsw a certain threshold (e.g. the
face value of the loans). The model cited as ammel& CreditMetrics, is special
insofar as it can characterize more than two statdke loan, that is, it can not only
account for a default, but for migration risk, agliwThus the group of migration
models, treated by e.g. Altman and Saunders (189an individual class of models, is
actually a subgroup of structural form models.

Mixture modelsdeal with the time of occurrence of defaultkere, as | have already
mentioned, defaults do not depend on debtor-speattdia but on stochastically modeled
macroeconomic variables. Besides individual lodns,listed models are also suitable
for the analysis of complete loan portfolios, bygly using a multi-dimensional value
process instead of individual asset values. Agais McNeil, Frey and Embrechts
(2005) who elaborate in detail on the differencgtidguishing financial and actuarial
models. Thus this is the point where the actuariatlels found in the work of e.g.
Carling, Jacobson, Linde and Roszbach (2007) cafitbeto the classification we
described. McNeil, Frey and Embrechts (2005) alsdedined a fact frequently derived
or referred to by other authors (for example Cyo@alai and Mark (2000); Duffie and
Lando (2001)), that is, that mosthfeshold-modelscan be written in the form of a
»mixture-modé| too - thus there is no definite boundary betwsenctural form and

the reduced form models.

Static Dynamic
"threshold models"
Structural form e.g. Creditmetrics,
models KMV -
Pricing
Reduced form "mixture models"
models e.g. Credit Risk+

Table 3.3.: Classification of credit risk models
Source: author’s work based on (McNeil, Frey anddegchts, 2005)

133



Falkenstein, Boral and Carty (2000) and Dietsch Betey (2002) consider all the

models we have mentioned so far to be applicabliadgolarge corporate sector. And
they are right about that, partly because of trsei@ptions of these models and partly
because of the input data they require. Thus | moll go into any further detail about

models focused on credit risk as a whole, including models describing migration

risk either on an individual or on a portfolio léve

The classification of Falkenstein, Boral and Caf@p00) is, however, particularly

interesting. Their description suggests that thelet®presented so far only cover the
upper right corner and the portfolio-level sect{tre circled part) of Tabl8.4. It is not

a coincidence that their contribution was rathentlkd to the very problem examined,
that is, how | could describe and explain compametaults using an SME-dominated

sample. Dietsch and Petey (2002) suggest that atingebased models are the only

ones suited for the purpose.

Exposure Small Large

Nature of the R

bank’s " liquid, traded,

receivables | llliquid rated

MARKET SELF-EMPLOYED / MEDIUM

SEGMENT MICRO ENTERPR. | SMALL ENTERPRISES | ENTERPRISES LARGE ENTERPRISES

Expert systems,| Default models of non-traded business
. R Merton
Jresidential” model SME sector

Models of RiskCalc Market-

individual based < Arbitrage

default , . models Models

Market actors’ recommendations
Dun and Bradstreet Scores (LEITenT

Turnbull)
Ratl

Models

exploring the

extreme Portfolio Models -CreditMetrics
values of

portfolios

Table 3.4.: Credit risk modeling and characteriaatby the debtor’s size
Source: Falkenstein, Boral and Carty (2000): p.12

Accordingly, my search for a suitable methodologgswiocused on the middle part of

the table covering the SME sector. Relevant pieafeiterature clearly distinguish

between loans for SMEs and those for large corost thus the related risk
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assessment methodologies are reasonably expecdbeddifferent, too. SME loans, due
to the relatively small size of transactions, méagher average costs for the bank.
Though the financial statements of these businem®ekess reliable than those of large
corporations, this informational disadvantage migatmade up for by the close long-
term relationship between the bank and its cliédiefl, DeLong and Saunders, 2004).
If the bank’s credit scoring process includes thalysis of financial ratios, it should be
considered that SMEs often operate with lower lager ratios, mainly financed
internally, from retained earnings. The externaaficing are provided by the short term
loans. The bank usually encounters higher liquid#ios but lower inventory levels
than in the case of publicly traded companies sifralar risk level. So it is not much of
a surprise that the models and significant indisafmerforming well on the corporate
level can not be directly applied to the SME se(&alkenstein, Boral and Carty, 2000).
First, | focused on methodological differences.AMen, DeLong and Saunders (2004)
established, very few publications have dealt whls question so far. Those few
classified existing methods into three categories:

* Expert systems

» Rating systems

» Credit scoring systems.
Historically, it was theexpert systems that were first applied by banks. The 5Gatg
already mentioned as part of corporate CRM, is @inthese systems facilitating the
credit scoring process. The character (good réipatawillingness to pay and personal
characteristics), the capital (leverage), the ciépdability to produce a stable income
and cash-flow), the collateral and a cycle / coadg (general state of the economy,
potentially unfavorable factors) all influence tbeedit decision. Here, as opposed to
quantitative corporate models, qualitative factosplay an important role. By expert
systems, however, we do not exclusively mean ttaditip of the subjective, individual
judgments and experiences of bank employees, aalnetworks, for instance, can be
interpreted as artificial expert systems (AllenL.Deg and Saunders, 2004).
The application ofatings (or more specifically: internal ratings) is expled by Basel
II. (Regulations of a similar nature are in planghe US, as well.) Basel Il authorized
the use of Internal Rating Based models to detegrthia capital requirements for credit
risk. According to relevant BIS guidelines (200thxee types of internal rating system

are allowed:
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* Full expert-judgment reliant processes

e Statistical-based processes

e Constrained expert-judgment based processes.
Allen, DeLong and Saunders (2004) found that iastihs mainly employ statistical
methods for their corporate clients. However, timalger the client, the more likely it is
that the expert's judgment will prevail. Accorditgy what Krahnen and Weber (2001)
experienced in Germany, internal ratings are piigndsased on scoring models.
Crouhy, Galai and Mark (2001), on the contrary,edassl that neither banks, nor
external rating agencies necessarily use formaletsad determining their ratings, even
though quantitative information is included in th&iputs. Rating agencies (Moody’s
and S&P), for example, when determining an issugtsig do not only base their
decision on an analysis of financial ratios, bsbatonsider the quality and reliability of
the company’'s statements, country risk, industgesft factors, quality of
management and other qualitative information. Beytre issuer itself, the rating of
any specific security is also influenced by anyeptial guarantees, its expiration, the
collateral provided and any other contractual tefimsinstance covenants.
Coming last in this overviewgredit scoring systemsrepresent the earliest type of
credit risk and bankruptcy modeling: the accountiaged approach (see Table 3.1.).
This one being the methodology to be applied inempirical analysis, | am going to
briefly review the main points of each model. Ird#idn to the already cited work of
Virdg (2004), a detailed account of the topic inngarian can also be found in Kiss
(2003), Oravecz (2007, 2008), Imre (2008) and Kfi§2008b).

3.1.1.2Accounting-based Bankruptcy Prediction Models andheir
Application in SME-lending

Accounting-based modelsare based on financial ratios derived from thearitial /
accounting statements of the companies; accordirtbe values taken by these ratios,
businesses are divided into two groups: bankrugtsatvent firms. These models focus
on historical data and ignore the future — theysifst the company’s future without
having estimated its future performance and ratfdbat they deliver is actually not a
probability figure, it can just be intuitively imgreted as such. The bottom line of these
methods is to examine which group the company estion resembles more (Virag,
2004).
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In his 1966 articleBeaver usedone singlevariable to distinguish between bankrupt
and solvent firms. Looking for the most suitablg¢iaahe examined 30 different
financial ratios in his study. According to hisdings, predictions derived from ratios
based on asset categories other than current assdto be more accurate even a year
before the actual default as if one would examigeid assets. The most efficient
predictors were: CF/Total Assets, CF/Total Debt &ledl Sales Revenue/Total Debt.
The inaccuracy of such predictions is, howeverwben 13-19 percent even as late as
one year before the actual default (Beaver, 1986GJisadvantage of the model is that
different ratios might yield different classificafis.

Multivariate models eliminate this problem by making use of all reletveatios in the
evaluation process. There are several types of Imode this category, as well,
distinguished by the methodology they are basednaumtiple discriminant analysis
(Altman), regression models (Edmister), logit regien (Ohlson, Zavgren) or probit
analysis (Zmijewski). The use of neural networksl dankruptcy prediction models
based on recursive partitioning is a recent devetg (Platt-Platt, 1990).

Altman based both his 1968 model and the so-caled A-model on multiple
discriminant analysis (MDA). An MDA basically classifies all observatiomsto two

or more predefined groups, the groups having beénetl by qualitative variables. The
objective of any discriminant analysis is to getersuch linear combinations of the
observed variables that can efficiently (with tleadt possible extent of overlapping)
separate the groups observed within the samplaré@ 1. illustrates the bottom line of

this method for two variables.

&
#a

Xy

— Foad loans

Cut-off

Figure 3.1.: Discriminant analysis
Source: Beatrix Oravecz (2007): p. 611
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First, Altman constructed a linear bankruptcy fimettfrom his sample of medium
enterprises, characterized by an accuracy of 98epewone year before the default, 72
percent two years before and only 48 percent thyears before. The model
incorporated the following ratios:

. Working Capital/Total Assets

" Retained Earnings/Total Assets

" Earnings Before Interest and Taxes/Total Assets

" Market Capitalization/Book Value of Total Debt

. Net Sales Revenue/Total Assets
There is an evident correlation between these @sdievhich definitely requires the
careful selection of ratios, yet at the same tiaeording to Altman, the predictive
power of the model can be high with a relativelyw laumber of variables (Altman,
1968).
In theZETA-model, having noticed the tendency that more and mon&ro@tcy cases
had been filed against large corporations andleesaias well, he expanded the sample
and examined 58 surviving and 53 bankrupt compagéesed on the following seven
financial ratios:

. EBIT/Total Assets

" EBIT/Deviation of asset value from the 10-year tren

" Ln(EBIT/Total Interest Payable)

" Retained Earnings/Total Assets

. Current Assets/Current Liabilities

" Registered Capital/Owner’s Equity

" Ln(Assets)
(Virag, 2004).
The strongest criticism against the model is tivanethough its ex-post classification
confidence is appropriate within the original saepk deteriorates by at least 10
percent whenever ex-ante predictions for a diffesample are considered. The reason
is the temporal instability of data and the intedustry differences. The elements of the
sample (bankrupt and surviving companies) come franous industries without the
differences between the competitive situation, tifele and other attributes of these
industries having been taken into consideratiomnvdfonly focus on the absolute value
of the ratios, as Altman did, that implies the daling implicit assumptions: the

relationship between dependent and independerdblesi is the same for the elements
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to be predicted as it was in the test sample; &hies have not shifted as compared to
their historical values and neither did the cotreta between them change. If these
assumptions are not met, the applicationnofustry-relative ratios might be more
efficient, as suggested by Platt-Platt (Platt-PE&00).

Another remark of Platt-Platt concerns model choigea linear model, the change in
the dependent variable induced by a unit changmeof the independent variables is
always the same, irrespective of the current leoklthe independent variable.
Considering that the indicators of a company ofdyfioancial health are bound to
suffer a far more dramatic decrease in the case aéfault than those of an already
unstable business, it is more appropriate to useldgistic regression (logit) model,
where the function’s estimated value can be in&tgar as the probability of default
(Platt-Platt, 1990).

Logistic regression therefore, can handle the problems that MDA coubd. It is
suitable for analyses where several independenihblas are used to predict a
dichotomous dummy dependent variable — thus @ aleets the recommendation of
Platt-Platt concerning bankruptcy modeling. An adage of the model is that it does
not assume the normality and the continuity ofékplanatory variables, but of course
it does not prohibit such attributes, either. Tepehdent variable being dichotomous, it
follows the Bernoulli distribution with a paramefrP(Y=1), where p is the probability
of default given the concrete values of explanateayiables. Within the sample
examined, the number of non-paying businessesvisli® binomial distribution. Using
the above inputs, the logistic regression assigmpso@ability of bankruptcy to each
company in the sample in the form (3.1), where ¥esvector of independent variables
andp indicates regression parameters:

BT

e

14X (3.1)

Unlike discriminant analysis, normality and thenty of covariance matrices is not a
requirement in this model, but multicollinearity ght represent a problem (Hamori,
2001).

The studies expressly focusing on SME clients dospend too much time pondering
about which accounting-based model to choose. Liogisgression is mentioned as the

most widely used procedure (Atiya, 2001; Laitinerd d_aitinen, 2000) and authors
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themselves mostly use logistic regression to perfitreir own estimations (e.g. Altman
and Sabato, 2007; Falkenstein, Boral and CartyQR0thus | am also going to use this
method in the forthcoming chapters.

Another — far more abundant — part of SME lenditegdture is concerned with, instead
of the methodology, the financial ratios to be uasdexplanatory variables in scoring
models. It is not by chance that the set of indisatused and their regression
coefficients are treated as strictly confidentidiormation by commercial banks. Not
even the front-office staff knows which pieces oformation from amongst those
provided in the credit application will actually bélized by the back-office in making
the decision. In spite of the theoretical and pecattrelevance of the topic, theoretical
papers about variables possessing the requiredndisative power are extremely rare.
Laitinen and Laitinen (2000) cite some older papmrsthe topic (Aziz, Emanuel and
Lawson, 1988; Scott, 1981; Keasey and Watson, 199¥a) they criticized those
recommendations for being too general and overdiegblto actually facilitate any
modeling efforts. Empirical studies tend to seldw appropriate variables based on
earlier publications or using factor analysis. Arestpossibility is to use the backward
or the forward method. The backward method firsbrporates all available variables
into the model and proceeds by sorting out nonHsogmt indicators one by one. The
forward method, on the other hand, adds the vasathe by one to the model, until the
point where the addition of the last variable wontd improve the model's explanatory
power any more.

Should we opt for selecting our variables basedwmilable literature, the number of
potential variables to be considered would be daitge. Beyond the recommendations
of Beaver (1966), Altman (1968) and Platt-Platt9@pthat we have just reviewed, the
overview of Allen, DeLong and Saunders (2004), torample, also provides a
comprehensive table listing the various authors, itidicators they used and the year
and the country when and where they conducted tes@arch (see: Allen, DeLong and
Saunders (2004): p. 25) The list published by Kisss, 2003: pp. 43-44) reflects
Hungarian experience and the recommendations ditgupractitioners. After all, we
can conclude that it is the ratios concerning pabflity, leverage, debt coverage and
liquidity that are used most frequently, with seféect and efficiency ratios (like asset
turnover) also being popular as proxy variableleotihg management performance.
Recommendations specifically for SME clients can deo found in literature.

Falkenstein, Boral and Carty (2000) emphasize thdopmance of the Cash/Total
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Assets ratio. Their experience suggests that aypvaxiable for company size might
also be useful, as risk was found to increase wimpany size in the SME sector.
Allen, DeLong and Saunders (2004) used Total Agadie for this purpose. Moreover,
they also recommend the company’s age to be aceddat in the analysis; and in the
case of very small businesses (micro- and smadirprises), the information revealed
by the owner’s age, the number of dependants antrtte for which the registered seat
has been unchanged might be far more importantdhgrfinancial ratios. Altman and
Sabato also confirmed that the use of financiaicetdrs alone is not sufficient in the
case of SME clients. The non-financial data thegleutined — namely the number of
employees, the legal form of the enterprise, tregggphical region and the industry —
tend to improve models’ predictive power. The databavailable to them lacking this
kind of information, their analysis finally emplayehe following financial ratios to
estimate probability of default values for SMEs:

» EBITDA/Total Assets

» Current Liabilities/Book Value of Owner’s Equity

* Retained Earnings/Total Assets

» Cash/Total Assets

« EBITDA/Interest Payable
Apparently, the discriminative power of non-finaadandicators tends to be rather high
in models specifically designed for SME clientsufdors often refer to these data as
qualitative information, yet many of them (the nwenlof the employees, for instance)
can actually be measured on an interval scalerati@ scale and thus only differ from
the usual inputs by not being based on financiabms.) This is the very reason why |
paid special attention to sources that took adggntd such (truly qualitative or non-
financial but quantitative) variables in the modglprocess.
Altman, Sabato and Wilson (2010) were probablyfitst to have been provided with a
sample suitable for the application of non-finahamalicators. They could work with
some 5.8 million observations from the United Kiongdfor the period between 2000-
2007. First of all, they underlined that the teration of such businesses did not
necessarily have to have been caused by weak peni@e, bankruptcy or liquidation.
Concerning small enterprises, family reasons @etéent, divorce) can bring about the
company’s closure just as well as negative craskt events can. The authors handled

the definition of default accordingly. They dividéaeir database into two subsamples
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based on how detailed a statement the businessestign had been required to file
with the authorities. The model’s discriminativewss was found to improve by 8-10
percent in both subsamples whenever the limitedyganf financial indicators was
complemented by non-financial information, as we&le types of non-financial data
used (by arranging them into variables of differemtasurement levels) are listed
below:
* Number of claims enforced in court and executiayersst the company
* Number of audited annual reports
e Auditor's Opinion (variable measured on a nominahls, reflecting how
favorable the auditor’s evaluation of the comparsgaements was)
» Late fulfillment of statutory reporting requiremsr{humber of days late)
* Availability of Cash Flow Statement (dummy)
* Whether the company in question is a subsidiary
* Age of the company
e Company size (Total Assets)
e Industry
* Industry-specific risk (previous year’s defaulteat
Lehman (2003) researched a sample of 20,000 Ge8ides. From a bank’s point of
view, besides traditional financial indicators, thimancial information used in
behavioral scoring might also facilitate the distion between ‘good’ and ‘bad’
debtors. Their current account balance, the vagiand the minimum and maximum
values thereof, the number of transactions and tlrawing on or violation of their line
of credit (if any) might all be important inputs.ohHinancial data, as listed below,
constituted the third group of the variables exadiby Lehman (2003):
* Management: education of managers, number of ygaeat in the industry,
corporate information systems used
» Financial status: unaudited, most recent finarcadh
* Market position: industry characteristics, compangosition in the industry,
customer-supplier  relationships, dependence on aw festrategic
customers/suppliers
* Quality of bank-customer relationship: durationttoé relationship, compliance

with reporting requirements so far (delays).
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Lehman’s (2003) conclusion is similar to that otrAan et al. In spite of the above set
of non-financial variables not being more significghan the elements of the first two
groups of financial-type variables, their introdonot into the models does indeed

improve their discriminative power.

3.1.1.3Bankruptcy Prediction in Hungary **

The history of Hungarian bankruptcy prediction mieden comparison to international
literature, is rather short - the laws regulatirapkruptcy and liquidation proceedings
were passed in 1991, thus its history as a reseapit dates back to the same year, as
well. The first bankruptcy prediction model was deped by Miklés Virag and Otto
Hajdu (1996), who had analyzed companies’ insolyenta sample of 154 firms from
the manufacturing industry, based on their annwgoms from 1990-91. Only
companies with a minimum of 300 employees wereuhetl in the sample, thus the
relevance of their findings originates in the reskdaving been performed in Hungary
(and not in being related to the SME sector in aay). They applied the models of
logistic regression and discriminant analysis, tbail 5 and 4 independent variables,
respectively. These were, in the case of logigigression:

e Quick Ratio

* Return On Sales

» Cash Flow/Total Liabilities

* Current Assets/Total Assets

* Accounts receivable/Accounts payable
Another innovative work of Ottd6 Hajdu and Miklésr¥g is a family of bankruptcy
prediction models specifically designed for theusities (tabulation categories) and the
divisions of the Hungarian economy (Virag, 199@)ey opted for discriminant analysis
and had a rather large (even in international coispa) sample of some 10,000
elements at their disposal. Their modeling effgitdded one model for the national
level, 10 models for the macroeconomic branchdmifgion categories) and 30 models

for specific industries. For each industry, thegogbublished the ratios that were found

"' The chapter deals with academic publications exclusively; models developed by market actors and
their methodology and experience are not included in the description.
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to have facilitated most the differentiation betwebankrupt and non-bankrupt
businesses. (The respective weights of the rat®alao given, of course.)

As cited earlier, Platt-Platt (1990) suggested ihanhight be worth to use industry-
relative financial ratios, especially if the sam@deterogeneous by industry. Virag and
Kristof (2006) also utilized this finding and dewped their models by applying
discriminant analysis, logistic regression, recwggartitioning and neural networks on
a sample of 156 elements (based on their samdlBdhelements mentioned earlier).

As evinced by the work of Virdg and Kristof from @) Hungarian literature is not
limited, either, to traditional models like discimant analysis and logistic regression.
Neural networks appeared both in the theoreticadysof Benedek (2000) and later in
the paper of Virdg and Kristof (2005). The two auwghcompared the predictive ability
of logistic regression, discriminant analysis amdinal networks using Virag'’s original
database from 1990-91, and the new method defnpelformed well. Citing the
findings of, among others, Hamori (2001), Krist@&0(08) uses factors defined by
principal component analysis as inputs in the camapa of the various models.

The empiric part of Krist6f's thesis (2008) is alsentered around the estimation of the
different models, and the literature overview pd®d a comprehensive description of
the topic, as well. This was, nonetheless, theraktdpic of Imre’s (2008) PhD thesis,
too. Readers interested in further details aresadvio consult the works of Virag and
Kristof. The range of the methods applied in pcis, naturally enough, wider than
what has been discussed in the above paragraphsexample, multidimensional
scaling is a recent addition to Hungarian bankmygicediction methods, the most
recent publication being that of Virag and Krisd009).

As a conclusion to the subchapter and as an outbeylond bankruptcy prediction,
Hungarian PD models and related theoretical papgr©Oravecz (2007) and Laszlo

Madar (2008) should also be mentioned.

3.2 Data — Aged Balance of Trade Credits
The trade credit database consists of the May 208@mer portfolio (1398 items) of a

real-life company. This business is a member ofudtimational group of corporations
with several subsidiaries in Hungary, trading imstouction materials. Table 3.5.
provides some basic financial information (rounfigdres) about the company.
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2008 2009
Net Domestic Sales 20 000 15 000
Acquisition Cost of Goods Sold 18 000 12 500
Total Assets 10 700 9 200
Current Assets 5500 4 000
Merchandise Inventory 2800 2 000
Accounts Receivable 2400 1800
Cash and Cash Equivalents 25 17
Accounts Payable 1400 1 300

Table 3.5.: Key financial figures of the compargrained (million HUF)
Source: company’s website and its annual repo&Qdf9

Besides the open receivables totals from all the0Oldustomers of the company, a
record of overdue amounts and an aged balance afuats receivable was also
provided. These being stock variables, the figustste to one specific day in May
2009. The records, however, also show all opencseddue accounts from one week
earlier, as well. In addition to the agreed cré&diit, information (partly of a qualitative
nature) on the customer, its manager and its palyrhiestory also appear in the
database; these will be included in the quantgaéimalysis as dummy variables. Thus
the variables that are given or can be definedefach and every customer are as
follows:
» Aged balanced of open and overdue receivablesviodates;
« Detailed breakdown of open and overdue receivabjedue date as of the date
examined,;
« The amount (if any) purchased/paid back between tWhe dates can be
established;
« How many times the customer appeared on the seecéllacklist (record of
non-paying customers) of the claims management aogp
* Whether the owner/manager has held a similar jpositi a company that went
bankrupt or had to be liquidated;
* Whether there is anything suspicious about the emyp
o Tax (and similar) arrears
o Foreclosure initiated against the company
o Frequent changes in place of residence and scopsioities.

« The credit line extended by the supplier, if any
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o The amount (if any) by which the credit line wasceaded can be
established.
Non-payment was defined through the following Vales.

* BAD: may take the values 0, 1 or 2. Equals O if¢his no debt more than 90
days past due. Equals 1 if the customer is 91-386 ghast due and equals 2
whenever they fall more than one year behind. Taeable also (partially)
reflects the severity, the structure of non-payment

 DEF90: dummy variable. Equals 1 if the customemixre than 90 days past
due, O otherwise.

 DEF120: dummy variable. Equals 1 if the customen@e than 120 days past
due, O otherwise.

An important remark to the above is that thesenitedhs do not coincide with the
criteria of bankruptcy and even less so with thokthe company’s liquidation — they
intend to describe a less extreme situation when-payment ,only” affects the
supplier. Variable DEF90 is primarily based on New Basel Capital Accord (Basel
), which defines a defaulted borrower as anyot® g more than 90 days behind with
their payments (BIS, 2006). The two other varialdes basically stricter versions of
DEF90. Even though my own definition of DEF90 ahdttof Basel Il takes the exact
same form, an important distinction is to be madpehding on whom the client is
indebted to. | made the assumption that it is congsa suppliers who first suffer from
late payments, and it is only afterwards, if furtfimancial difficulties arise, that they
dare fall behind with or default on their obligat®oto banks. Accordingly, our non-
payment variables describe a situation ‘weakem thigher bankruptcy or a default on a
bank loan, which must be taken into account whamsttacting our model and when
interpreting the findings.

As a final step in data collection, | also lookguithe company’s key balance sheet and

income statement figures in order to aid our lataalyses.

3.2.1 Data Cleaning

An important step prior to performing any analygeshe cleaning of the data set, the
main stages of which were:
1. For 96 clientsthe database showednagative accounts receivable balance
They made advance payments which were set off sigany existing debts, or
changed to zero if there were no outstanding IigdBsl Accordingly, the
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accounts receivable balances only show the amoactigally owed by the
customers.

2. Further174 customers did not have any open or overdue odpditions at that
time. From amongst those, 89 had made their 2008uAnReport available
through public databases, while it is questionaklether the remaining 85
clients still existed at the time of our survey.nSequently, these latter ones
were removed from the sample. It is a reasonabéstoqun, however, whether
those 89 firms that presumably still existed at tinee of sampling should be
included in our analyses or not. The reason fos tlilemma is the lack of
information on how often the supplier updates utstomer portfolio and on any
recent orders. This makes it impossible to deteemirmether these are still
active accounts or, alternatively, they have swtchover to one of the
competitors. The availability of balance sheet amcbme statement figures
being critical — as evinced by the subsequent paphg — | decided to keep all
apparently still existing (annual report availalteyo-balance companies in the
sample.

3. Next, | had to ensure that the data necessaryhioconstruction of our model
are available, thus my analyses had to be limipetthat portion of the resulting
set of customers thannual report of which wasavailable. There were 405
customers — apart from those with a zero balane@heut a publicly available
annual report. Knowing that this is some 28 peroétiie original sample, | also
examined what type of customers they are, whatsthecture of their debts
looks like. From 170 of them (8 privately/publicheld share companies, 27
limited partnerships and 116 limited liability coarpes) one would reasonably
expect an annual report to be available. For Ifste¢he form of incorporation
was unknown. In 235 cases, the lack of report dakajustified. This subsample
contained 10 governmental institutions and one diation, all of which were
excluded from the sample. The remaining 224 custsmere self-employed
entrepreneurs.

The process yielded the following subsamples ttrdsed separately in our analyses:

1. self-employed entrepreneurs — 224 iteensSubsample |

2. customers whose annual report was available —t8@tsi> Subsample |l

3. customers whose annual report was not availabh@-+tems:

a. can not be found — 2 items - excluded
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b. newly founded (current year) — 11 items

C. existing and operating — 82 items

d. terminated business (liquidation, full and finaltleenent of claims) — 48

items

e. foreign business — 11 items — added to those egisind operating

f. newly founded but already terminated — 8 items

g. identification uncertain — 2 items - excluded
Above the receivable balances, being the most itapbivariables pertaining to our
units of observation and being available for eacstamer, we also have to explore the
structure of the data that is missing. Subsamplantains self-employed entrepreneurs,
for whom — apart from their liabilities — gendertin® only variable and, based on their
names, that could always be determined withoutusnagrtainty.
In Subsample Il the form of incorporation is alswown for each unit, yet there are
enormous differences in the extent to which repata are available. The analysis of

related missing data follows in Chapter 3.3.3.

3.2.2 Characteristics of Open Receivables Balances

Prior to proceeding with the analyses themselvesyould like to present some
descriptive statistics in order to demonstratesize of the customer portfolio we were
provided with. Statistics are presented by subsampl

Table 3.6. provides a preliminary overview of hdw bbligations of all 1313 customers
are distributed by due date. The sum of all grdlg ¢e any given column always equals
100 percent, as the sum of overdue balances, lEahe in 15 days and those due in
more than 15 days always adds up to the sum tbtdl accounts receivable. Below the
gray section follow all the overdue balances, cqusatly, these cells exactly add up to
the sum total of all overdue accounts receivable.

The table tells us that the company had a totah goeounts receivable balance of HUF
2.6 billion — 1.4 billion of which were already adele —, which corresponds to
approximately 46 days’ turnover (in 2008 terms).céwing to their 2009 Annual
Report, they managed to reduce this rather higirdigo HUF 1.8 billion by the end of
2009. Obviously, the totals of the subsamples agvity influenced by the number of
elements, thus one should also look at the ave(pge item) accounts receivable

balances, as well (see Table 3.7.). Apparently atrexrage of all outstanding balances
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was about HUF 2 million, with almost 1.1 millionr@hdy overdue. The average for
Subsample Il (annual report available) was 18 periaggher, while, at about one fourth
of the portfolio-wide average, it was expressly lamong self-employed entrepreneurs
(Subsample 1). A sad fact was that the averagerofihated businesses did not differ
too much from that of the other customers; stiéyt only accounted for 3.67 percent of
the total receivable balance thanks to their nethgilow number. Trade credits granted
(if any) to newly founded customers are on avendgd 1 million less than those of
their older counterparts. However, even if the r@mnpany terminates its operation
after a relatively short while, they still have tit@e to accrue a debt amounting to HUF
4.1 million, all overdue. (Of course, their shafetlte total receivable balance at 1.23
percent is relatively low, t0o0.)

Consequently, those eight newly founded custonretead sample who terminated their
operation rather soon do not contradict the suggestf Altman, Sabato and Wilson
(2010) that new companies represent a higher riskoo-payment. However, other
authors asserted that they assumed a 2-year inpesiiod; their experience implied that
companies rarely go bankrupt in their first 2 yeafreperation, while years 3 to 9 were
indeed found to be more risky. According to my difon, new companies were those
founded after January 2008, and terminations wehg abnsidered if they happened in
or before July 2010. Thus it seems as if those Bpamies in our sample did not
experience the aforementioned less risky 2-yearoger(Any assertions in this
paragraph, however, should be treated very caugidecause of the extremely small

size of the subsample.)
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Self-

Report data employed New and
Entire sample available entrepreneur | Terminated Missing report New terminated
Sample count 1289 905 224 48 93 11 8
Total Open 2674 302 2 205 038 110 845 98 163 215 747 11612 32 896
Total
Overdue: 1408 159 1110400 71 605 95 201 95 919 2138 32 896
< -15 days 891 359 789 542 26 653 1697 69 305 4161 =
-15-0 days 374 784 305 096 12 587 1265 50 524 5312 =
1-15 days 267 846 235 956 7 736 695 21 995 546 918
16-30 days 96 002 80 140 4776 1026 7 698 1437 925
31-60 days 149 026 123 371 6 208 1001 17014 17 1415
61-90 days 182 206 157 697 2 003 2 838 16 537 - 3131
91-120 days 165 478 150 317 881 8 610 883 2 4784
121-150 days 62 168 49 647 1782 4 405 2 468 136 3730
151-180 days 58 679 45 695 7171 3219 2 369 - 225
181-365 days 210 388 156 266 6 322 29 442 3145 - 15 213
> 365 days 216 366 111 311 34 726 43 965 23 810 - 2 555

Table 3.6.: Accounts receivable balances by due dad by subsample

Source: author’s calculation (in thousand HUF)
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Self-

Report data employed New and
Entire sample available entrepreneur | Terminated Missing report New terminated
Sample count 1289 905 224 48 93 11 8
Total Open 2074 710 2 436 506 494 845 2 045 062 2 319 859 1 055 626 4112 026
Total
Overdue: 1092 443 1226 962 319 664 1983 349 1 031 383 194 382 4112 026
< -15 days 692 049 872 422 118 989 36112 745 210 378 308 -
-15-0 days 290 756 337 122 56 193 26 353 543 266 482 936 -
1-15 days 207 794 260 725 34 535 14 484 236 502 49 643 114 750
16-30 days 74 478 88 552 21 320 21 377 82773 130 649 115 661
31-60 days 115 614 136 322 27 712 20 862 182 946 1527 176 897
61-90 days 141 355 174 251 8 943 59118 177 817 - 391 425
91-120 days 128 377 166 096 3934 179 384 9 500 189 597 946
121-150 days 48 229 54 859 7 954 91772 26 535 12 375 466 252
151-180 days 45 523 50 492 32 013 67 058 25 475 - 28 100
181-365 days 163 218 172 670 28 225 613 366 33819 - 1901 600
> 365 days 167 856 122 995 155 028 915 927 256 016 - 319 397

Table 3.7.: Average accounts receivable balangedue date and by subsample

Source: author’s calculation (in HUF)
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An average age statistic, being analogous — ingerhtalculation — to the well-known

financial concept of duration, might provide a wsefverview of the age of one’s
accounts receivable balances. Traditionally, dorais the weighted average of the
times until the relevant payments are receivedh wite ratios of the individual

payments’ present value to the total present vedneing as weights:

oS = PVCE)
i=0 i=0 z PV(CFJ)

=0

As we were only provided with the class intervagguency distribution of the
receivable balances, | had to use the arithmetianma the class intervals in my
calculations. Discounting has also been omittedtlier sake of simplicity. Table 3.8.
still reveals some clear-cut trends, which, nevaebs, were already implied by Tables
3.6. and 3.7., though in a less explicit form. Camips that are required by law to file
and publish an annual report pay sooner than tkeage: 53 to 55 days past due. (At
first sight, their payment morale is not affectgdvihether they have actually met their
statutory reporting obligations.) Self-employedrepteneurs (Subsample I), in spite of
their liabilities not being limited, are some 5 rniwy behind with paying their supplier.
Customers who terminated their operation by the ehd®009 (primarily through
liquidation) had begun accruing their debt muchiearon average, they were 9 months
behind with their payments to the company in qoestNewly founded companies were
the only ones not to be late on their bills: theébt was due in 4 days on average.
Except for those, however, who had already terrashaheir business since then;
though their life was short, they still manage@&tcumulate debts more than half a year

past due.
_ Self-
Entire | Report data employed Missing New and
sample available entrepreneur | Terminated report New |terminated
Average
age 68 55 145 269 53 -4 197

Table 3.8.: Average age (duration) of accountsneable (unit: rounded to days)

Source: author’s calculation
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The average age statistics already include a cefaisn of the conclusions to be drawn
from the age structure of receivables. Table 3o®fioms that, as suggested by their
average age figure, those with a publicly availabiaual report have a more favorable
(50 percent) ratio of overdue debts. Even the &wetsire of their overdue bills is better
than that of the other customers — the share afatdns more than 5 months past due
is lower in this subsample than in the entire samph this table, one can already
distinguish those customers that have not met gtatutory reporting obligations and
have not made their annual report publicly avadabhe only reason why their average
age figure looks very similar to that of Subsamiples that they have the lowest ratio
(44.5 percent) of overdue obligations. But, if amden they do fall behind with their
payments, they are characterized by extremitiegyTither pay within 90 days or it
might take more than a year for the supplier tdecoltheir money, if they ever get to
that point. The age structure of the terminated mames’ debts is not much of a
surprise: they had typically been struggling witbuldity issues long before they
terminated their operation, the majority of thedbilities is more than six months late.
More than 80 percent of the obligations of newlyrfded companies, however, come
from current (not yet due) bills. Nevertheless,ereables more than 90 days overdue
represent a very similar, above 80 percent propoiith the rightmost column of Table
3.9., as well.

Obviously, the last two rows’ figures are higher mach subsample, as those class
intervals cover much longer periods than the priecednes (representing 30 days). The
differences found are nonetheless undoubtedly feiggnt. The age structures of the
subsamples indeed seem to differ, thus in the finsise of the analysis, | am going to

use this information to identify relevant groupghe sample as a whole.
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Self- New &
Entire | Report data employed Termi- | Missing termi-
sample | available | entrepreneur nated report New nated
Sample count 1289 905 224 48 93 11 8
Total Open 100,0% 100,0% 100,0%| 100,0%| 100,0%| 100,0%| 100,0%
Total
Overdue: 52,7% 50,4% 64,6%| 97,0%| 44,5% 18,4%]| 100,0%
< -15 days 33,3% 35,8% 24,0% 1,7%] 32,1%] 35,8% 0,0%
-15-0 days 14,0% 13,8% 11,4% 1,3%] 23,4%] 457% 0,0%
1-15 days 10,0% 10,7% 7,0% 0,7% 10,2% 4,7% 2,8%
16-30 days 3,6% 3,6% 4,3% 1,0% 3,6% 12,4% 2,8%
31-60 days 5,6% 5,6% 5,6% 1,0% 7,9% 0,1% 4,3%
61-90 days 6,8% 7,2% 1,8% 2,9% 7,7% 0,0% 9,5%
91-120 days 6,2% 6,8% 0,8% 8,8% 0,4% 0,0%] 14,5%
121-150 days 2,3% 2,3% 1,6% 4,5% 1,1% 1,2%]| 11,3%
151-180 days 2,2% 2,1% 6,5% 3,3% 1,1% 0,0% 0,7%
181-365 days 7,9% 7,1% 57%]| 30,0% 1,5% 0,0%] 46,2%
> 365 days 8,1% 5,0% 31,3%]| 44,8% 11,0% 0,0% 7,8%
Table 3.9.: Percentage distribution of accountsereable (volume)
Source: author’s calculation
3.3 Analysis of the Aged Receivable Balance of a Cu  stomer

Portfolio
Now, that data preprocessing is done, we can pdosdid the actual analysis. First, |

am going to use the entire sample to explore anij-sgparated payment patterns
defined by the structure of open accounts as &itilzgion criterion. Second comes the
examination of Subsample I. Finally, using Subsampl(where the required financial
ratios are available), | am going to estimate ligisnodels for the prediction of
customer defaults based on the methodology of #rnkroptcy prediction models in
chapter 3.1.2.

The methodology | am going to use has been disdussdetail in several Hungarian
sources. In addition to the theoretical approacist®s et al. (2004) also provides many
practical examples to foster our understandinghef topic, while Sajtos and Mitev
(2007) advise on practical aspects and on resolmgmethodological dilemmas. The
brief theoretical overview of Kovacs (2006), at s@mne time, helps in understanding
the basics of the methods and in the initial stfgmactical application.
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3.3.1 Patterns in Payment Habits
First, | am going to look for typical payment hablty solely focusing on payment

patterns, and ignoring any other attributes ofdhg&tomers. Afterwards, | will examine
whether the customers characterized by the samegrgypattern have any other
characteristics in common. | am going to use cluatalysis, which will result in the
number of observation units dropping dramaticallyremarkable advantage of the
method is that one does not need to know in advaviieh group the individual
customers belong to. A disadvantage of clustesndpaowever, that it creates such non-
predefined groups even if they are not actuallg@néin the sample. Results can not be
generalized to the entire population, but, havibgesved each element of the sample
(thus analyzing the entire population itself), thss not a problem in our case.
Generalizability would imply that the customer polibs of other suppliers behave in a
similar way, yet such a conclusion would not be rappate, irrespective of the
methodology chosen.

There are two critical decisions to make when pering a cluster analysis. First of all,
the result is highly sensitive to the input varesbl This problem, given that we are
exploring payment habits, becomes much simplerun ecase. The aged balance of
(open and overdue) receivables can be interpretedkénd of time series, thus we only
need to consider significant, order-of-magnitudiéedences. As a solution, instead of
working with the receivables’ values themselvesxdamine their structure, that is, what
percentage of the total open receivables balansealeady been overdue or becomes
due in the given due date interval (Sajtos and WIi2807; Fustos et al., 2004).

There is no such straightforward solution, howet@the question about the number of
clusters. Thus first, | turned to hierarchical aggérative methods. The single linkage,
nearest neighbor method is usually used to ailéndentification of outliers because it
tends to create many small clusters accompaniea dguple of larger clusters. Sajtos
and Mitev (2007) recommend Ward’'s method to deteenthe size of the clusters. The
related SPSS outputs (the dendograms and the gddpthe coefficients) assisted in
limiting the number of clusters to 8-12. Lackingendent rule for the determination of
the number of clusters, the decision was backedarbyexamination of the created
clusters. Having examined the number of elementgadoh group and their actual
homogeneity by payment habits, | decided to geretatclusters. It was comforting to
see that the classification of the observationsumias consistent irrespective of the
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method, and an increase in the number of clusieraat result in a rearrangement of
units, either, but rather in the splitting of onetwe other group.

Final clusters were determined by K-mean clusteriraple 3.10.a lists the final cluster
centers. (Variables are abbreviated accordingeddtowing logic: the names of open,
but not yet due accounts and overdue accounts bedn‘NY’ and the letter ‘L’,
respectively. Next come the upper and the loweit lohthe due-in date in decreasing
order, considering not yet due amounts. For exanmyl€50a denotes the proportion of
receivables due in 0 to 15 days. In the case ofdaeamounts, the limits of the delay
are written in increasing order. L3160a, for exammptlenotes the proportion of
receivables that should have been paid 31 to G@ean other words: that are 31 to 60
days behind.) Table 3.10.b shows the number of @isnin each cluster. Figure 3.2.

illustrates the due date structure of the diffecusters.

Cluster

1 2 3 4 5 6 7 8 9 10 11 12

ny9915a .02 |00 | OO |10 (.04 |00 |.09 |.00 |[.00 |[.82 |.03 |.00

ny150a .01 |00 | OO |83 .08 |.00 |.12 |.00 |[.00 |.11 |.02 |.00
L115a .02 |00 | 0O |[O5 .85 |.00 |.14 |.00 |.00 |.04 |.05 |.00
L1630a .01 |00 |00 |01 (.02 |00 .63 |.01 |[.00 |[.010 |.03 |.00
L3160a .02 |00 | 0O |00 [.00 |.00 |.02 |.03 |[.04 |.00 |.83 |.00
L6190a .01 |00 |01 |00 .00 |.00 |.00 |.04 |.94 |.00 |.03 |.00

L91120a .01 {00 | OO OO |00 |.04 | OO |86 |.01 |.00 |[.00 | .01
L121150a | .01 |00 (.04 |.00 [.O0 |90 |.00 |.02 |.00 |.00 |.00 |.00
L151180a | .00 [ .00 (.89 |.00 [.O0O |06 |.00 |.04 |.00 |.00 /.00 |.01
L181365a | .01 (.01 (.07 |.00 [.OO |00 |.00 |.00 |.00 |.00 | .01 |.96
L366a .00 /99 |00 |OO |00 OO |.00 |.00 |.00 /.00 |.00 |.00

Table 3.10.a: Final cluster centers of the k-melrstering
Source: SPSS
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CLUSTER 1 263
2 93
3 32
4 283
5 135
6 40
7 47
8 26
9 32
224
41
73
Valid 1289

Missing 0

Table 3.10.b: Number of elements in the k-meartatisis

Source: SPSS (unit: pieces)
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Figure 3.2.: Due date structure of the k-mean dtst(based on the final cluster

centers)
Source: SPSS, Excel

At first sight, the result is not too surprisinghel 11 due date intervals define 11
clusters, with the remaining one cluster being fihst one, apparently including “the

rest” of the customers, namely those who are natattierized by one typical due date.

Nonetheless, the majority of the variables thatehawt been included in the cluster
analysis also yield well-defined, well-separableups. Table 3.11. compares the
averages of non-clustering variables for each efust
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Cluster SumOpen SumOverd SUMASSETO08 | sales08
1| Mean 1877 352 1 505 881 449 413 737 337
N 263 263 169 176
St.Deviation | 11 327 822 9673 017 2 059 405 3907 402
2 | Mean 2187935 2187 935 275 275 227 001
N 93 93 41 41
St.Deviation 3321612 3321612 754 219 473 182
3| Mean 1069 184 1 069 184 817 674 1 041 836
N 32 32 16 16
St.Deviation 1562 581 1 562 581 1937 673 2106 970
4| Mean 1 060 825 102 741 1643 673 2 938 645
N 283 283 225 225
St.Deviation 2 852 556 305 045 4712 460 10 114 675
5| Mean 1146 483 894 843 1 598 899 2401 444
N 135 135 105 101
St.Deviation 2 842 897 1 907 266 4 633 236 8 086 816
6 | Mean 1140193 1140193 236 188 399 944
N 40 40 24 23
St.Deviation 2028 743 2028 743 434 018 682 508
7 | Mean 1358 014 980 072 681 126 803 760
N 47 47 37 37
St.Deviation 1594 033 1082 110 2280 248 2440174
8| Mean 4 047 595 4039 863 1 525 000 2 240 258
N 26 26 20 21
St.Deviation | 12 815 393 12 784 162 5010 308 6 319 917
9| Mean 1419 048 1419 048 143 547 206 337
N 32 32 21 20
St.Deviation 3441812 3441812 197 187 242 884
10 | Mean 4281123 531 349 829 390 1319 670
N 224 224 179 178
St.Deviation| 14 019 261 2 653 300 2 832 709 4690 280
11 | Mean 2 063 140 1957 411 1 467 888 2110 262
N 41 41 28 28
St.Deviation 4 572 465 4409 676 3432 466 4745 647
12 | Mean 2523770 2 508 865 438 229 608 764
N 73 73 40 40
St.Deviation 4 317 896 4 284 926 1117 371 1 484 960
Total Mean 2074 710 1092 442 1004 979 1620 241
N 1289 1289 905 906
St.Deviation 8 385 875 5 240 556 3445 168 6 536 064

Table 3.11.: Comparison of the clusters basechemtost important variables’ means

Source: SPSS
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OVER
Cluster CRLINE_ | CRLINE_ |Blacklist | Man_ | Firm_ | CEG_PERS
Number BAD DEF90 | DEF120 |REDEMP | Purch. |DUMMY |DUMMY | No dummy |dummy| DUMMY
1| Mean 0,06 0,05 0,04 0,16 0,13 0,16 0,05 0,19 0,16 0,30 0,46
N 263 263 263 105 105 263 263 263 263 263 263
St.Deviation | 0,26 0,22 0,20 0,48 0,34 0,37 0,21 1,01 0,36 0,46 0,62
2| Mean 2,00 1,00 1,00 0,05 - - 1,00 0,19 0,32 0,59 0,91
N 93 93 93 93 93 93 93 93 93 93 93
St.Deviation - - - 0,23 - - - 0,95 0,47 0,49 0,75
3| Mean 1,00 1,00 1,00 0,06 - 0,56 0,47 0,75 0,19 0,34 0,53
N 32 32 32 32 32 32 32 32 32 32 32
St.Deviation - - - 0,25 - 0,50 0,51 1,87 0,40 0,48 0,72
4| Mean 0,00 0,00 0,00 0,58 0,38 0,71 0,34 0,12 0,11 0,13 0,23
N 283 283 283 210 210 283 283 283 283 283 283
St.Deviation | 0,06 0,06 0,06 0,70 0,49 0,46 0,47 0,65 0,31 0,33 0,46
5| Mean 0,01 0,01 0,01 0,48 0,52 0,61 0,44 0,21 0,16 0,19 0,35
N 135 135 135 97 97 135 135 135 135 135 135
St.Deviation| 0,12 0,12 0,12 0,72 0,50 0,49 0,50 0,86 0,36 0,40 0,52
6 | Mean 1,00 1,00 1,00 0,13 - 0,65 0,43 0,30 0,28 0,25 0,53
N 40 40 40 40 40 40 40 40 40 40 40
St.Deviation - - - 0,33 - 0,48 0,50 0,88 0,45 0,44 0,60
7 | Mean 0,02 0,02 0,02 0,32 0,43 0,81 0,26 0,11 0,17 0,36 0,53
N 47 47 47 47 47 47 47 47 47 47 47
St.Deviation| 0,15 0,15 0,15 0,56 0,50 0,40 0,44 0,52 0,38 0,49 0,65
8 | Mean 1,00 1,00 0,27 0,04 0,04 0,58 0,50 0,46 0,15 0,27 0,42
N 26 26 26 26 26 26 26 26 26 26 26
St.Deviation - - 0,45 0,20 0,20 0,50 0,51 1,24 0,37 0,45 0,50
9| Mean 0,06 0,06 - 0,09 0,06 0,41 0,66 0,56 0,16 0,41 0,56
N 32 32 32 32 32 32 32 32 32 32 32
St.Deviation| 0,25 0,25 - 0,39 0,25 0,50 0,48 1,97 0,37 0,50 0,67
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10 | Mean 0,03 0,03 0,02 0,54 0,42 0,93 0,17 0,24 0,12 0,14 0,26
N 224 224 224 214 214 224 224 224 224 224 224
St.Deviation 0,16 0,16 0,15 0,68 0,49 0,26 0,38 0,89 0,33 0,35 0,52

11 | Mean 0,10 0,10 0,02 0,07 0,12 0,61 0,54 0,63 0,29 0,37 0,66
N 41 41 41 41 41 41 41 41 41 41 41
St.Deviation 0,30 0,30 0,16 0,26 0,33 0,49 0,50 1,62 0,46 0,49 0,73

12 | Mean 1,01 1,00 1,00 0,01 0,04 0,47 0,63 0,29 0,41 0,47 0,88
N 73 73 73 73 73 73 73 73 73 73 73
St.Deviation 0,12 - - 0,12 0,20 0,50 0,49 0,86 0,50 0,50 0,76

Total Mean 0,30 0,23 0,21 0,33 0,26 0,54 0,35 0,24 0,17 0,26 0,43
N 1289 1289 | 1289 1010 1010 1289 1289 1289 1289 | 1289 | 1289
St.Deviation 0,60 0,42 0,40 0,60 0,44 0,50 0,48 0,98 0,38 0,44 0,62

Table 3.11.: Comparison of the clusters based emibst important variables’ means (continued)
Source: SPSS
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For the ease of understanding, the 12 clusters arg@nized into five groups. Below,
the descriptions of the clusters are provided atingrto this grouping.

GOODS

Cluster 10 — Customers with the most favorable payent history

In this cluster, 82 percent of the receivablesdare in more than 15 days and 11 percent
are due in 15 days. Fortunately, the company bo22% customers with such an
exemplary payment performance, representing abdufE H billion in customer
receivables. They do not typically have any negatigcords from earlier periods,
either, thus nearly all of them has a credit linat they very rarely exceed. Repayment,
too, was above the average in the period examiG&aster 4 was the only one to
perform even better. The company’s record is cleapmpromising data can be found
only half as frequently as the portfolio averagens§ldering the managers and owners,
this ratio amounts to a mere 12 percent, the lowetste portfolio. These customers are
not the largest ones considering company size; déneyover-represented in the second
and fourth percentiles by Total Asset Value and mgniimited companies (so-called
kft.'s and rt.’s) by legal form. Their average Tiotssets is HUF 829 million, their sales
revenue (HUF 1.3 billion) is also below the poribchverage, but at the same time, their
accounts payable balance is far above the aveldgeaverage open balance of HUF
4.2 million they have with the supplier examineg@resents nearly 5% of their assets,
yet due to their disciplined payment habits, tleeierdue balance of HUF 531 thousand
is much lower than the average. Based on theirbahao far, it is reasonable for the
supplier to extend a large credit line to theseaarsrs, since the risk they represent is

not very high.

Cluster 4 — Accurate customers - have at most 15 gato pay

Out of the obligations of the 283 customers in tiisup, 83 percent are due within 15
days, while 10 percent is due in more than 15 dalegether, they represent HUF 300
million of customer receivables. Repayment freqyeiscsimilar to that in Cluster 10,
yet a credit line is less common (about 70 perbent one). At 34 percent of all cases,
they exceed their credit line far more frequentigrt Cluster 10, but somewhat less
often than the portfolio average. The records @frtimanagers and owners and the
company itself are clean, incriminating informatioan only be found in some 11-13

percent of the cases. However, interestingly enptlgy are the ones to appear least

162



frequentlyon the credit blacklist out of the entire samplegrefar less frequently, than
Cluster 10 These businesses are typically twice the size agelwith the best payment
history, with a Total Assets Value of HUF 1.6 lmti and sales revenue of HUF 3.9
billion on average. Accordingly, they are over-es@nted in the fourth and the fifth
percentile by company size. Whether compared tar thige or to all the other

customers, their average open balance of HUF liamitan not be considered high.
Thanks to their payment habits, however, the aweoagrdue balance is extraordinarily

low at HUF 102. The cluster primarily includes Ited companies (kft.’s and rt.’s).

DELAYERS

Cluster 5 — 1 to 15 days past due

Some 85 percent of the obligations of this 135-eleihtluster are 1-15 days past due,
with only 12 percent becoming due in the futureisTi the only cluster, apart from the
GOODS, with an above the average repayment ra®8oj4- all other clusters are
lagging behind. Credit lines are also more comn@ gercent) than the average, but
less frequent than in the clusters of GOODS. Theyeaceeded with a frequency of 44
percent, somewhat above the average. The recottie oianagers and the owners — as
opposed to the GOODS - represent the average. Rippately one out of five
customers in the cluster has a negative eventtaffeits payment habits on its record,
which is below the portfolio average. The numbemaitions on the blacklist is around
the average, too, with 0.21 mentions per elementer@ge asset value is HUF 1.6
billion, sales amount to HUF 2.4 billion, exceedihg average, positioned between the
two clusters of the GOODS. These companies, madlinfijted companies (more
specifically: kft.'s), are overrepresented in tH& 3 5" percentiles by company size.
Close to Cluster 4 of the GOODS, their average dyzance is HUF 1.170 million, but
their overdue balance is much higher at HUF 89%ushad on average. This totals to
some 154 million in open receivables, out of whitbF 121 million is already past

due.

Cluster 7 — 16 to 30 days past due

The seventh cluster only comprises 47 customerg. dduatrary to the previously

discussed clusters, the typical delay only cov@rpércent of all obligations. Nearly 21
percent are not yet due, while 14 percent is orlyb days past due. Although cluster

averages of small clusters are sometimes lessniafiore, their repayment ratio equals
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the portfolio average, lagging far behind the theckesters above. Here, a credit-line is
more common than in Cluster 5, yet it is exceedes$ [frequently. Both indicators
imply a behavior more favorable than what is chi@rstic for the portfolio as a whole.
(Even though the latter one might be explainedhgyfact that if there is no credit line
then an open balance of even one single forintassgtihe exceeding of the credit line —
which is at least questionable.) Mentions on trecldist are less frequent than in any
other cluster, the record of the managers, howewrly represents the portfolio
average, while the record of the company itselftaimis incriminating events in 36
percent of the cases, way above the portfolio aerd 26 percent. Companies’ Total
Assets amounts to HUF 681 million on average, va#ihes revenues of HUF 803
million. Their open balance is — partly becaus¢heflonger delays and the credit lines
extended to them on the grounds of their favordd@bavior — higher than that of
Cluster 5, namely HUF 1.3 million. The limited coamy (more specifically, the “kft”)
is the dominant legal form in the cluster.

Cluster 11 — 31 to 60 days past due

The 41 members of the cluster primarily have obidges 31 to 60 days overdue (83
percent), but delays of 16-30 days and 1-15 dags aso recorded (8 percent
altogether). Only three customers had paid backhamy during the observed period,
which is an important difference to the groups nwerdd earlier. Some 50 percent
exceeded their (previously determined) credit lifke record of the manager/owner
and the company contains some kind of negativernmdtion in the case of 12 and 15
customers, respectively, and in six cases, repeatedrrences were reported. Apart
from the two clusters of the BADS, they performedrst considering the amount of
incriminating information, even underperforming tbkisters of NON-PAYERS, for
which 1 could not find an acceptable theoreticalpleration. In spite of their
unfavorable records, some two thirds of all busesshave a credit line. Maybe the
reassessment of credit lines is performed lessuéneity than each 60 days and hence
the above-average frequency of credit lines. Averbgtal Asset Value is similar to that
of Cluster 5, sales revenue, however, is somewtaern at HUF 2.1. Considering
company size, these customers can mainly be foantthe 1st and 5th percentiles.
Within the group, the majority are kft's (a form dimited company), yet their
proportion is less than in the whole portfolio, iehself-employed entrepreneurs and

rt's (a form of limited company) are overrepresent€heir average open balance is
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HUF 2.06 million with HUF 1.96 million already owhre — the latter one amounting to
almost twice the average of the entire sample. filmaber of elements in the cluster
being low, the sum of their open balances ,onlyat® to HUF 84 million, representing

3.1 percent of the supplier’s total accounts reaglir balance.

Cluster 9 — 61 to 90 days past due

This is another small cluster of only 32 custom86spercent of the payables of whom
is 61-90 days past due. Considering repayment,dheyather similar to Cluster 11, but
the frequency of a credit line (41%) and its beaixgeeded (66%) is far less favorable.
The number of mentions on the blacklist is doubike tsample average, while
companies’ records look much the same as for Gluste Company size, however, is
expressly small as compared to Cluster 11, withotalTAsset Value of HUF 145
million and a sales revenue of a similar order afgmitude. The cluster's composition
by legal form does not differ too much from the géeanaverage. These companies
typically belong to the first or the third percéatby company size. The average total of

all open and overdue balances is similar to th&loster 7, at HUF 1.4 million.

NON-PAYERS

Cluster 8 — Group DEF90: customers who are more tha90 days in default

Out of all obligations of the 26 customers in thigster, 86 percent are 90-120 days
past due. Considering repayment habits and theidrezy of a credit line and its being
exceeded, they resemble Cluster 11 from the DELASERverage company size does
not differ too much, either: both Total Assets asales revenue are a bit higher,
customers from this cluster being overrepresentethe third percentile by company
size. None of the legal forms is expressly typifal the cluster, but self-employed
entrepreneurs are definitely underrepresented.alks related to companies’ track
record hover around the average; their being mererable than those of the otherwise
more favorable Cluster 11 is probably a result i small cluster size. The most
important difference from Cluster 11 is, apart frtime due date structure, the average
open balance and the average balance of overdwairgscboth amounting to HUF 4
million. Thus the cluster represents HUF 105 millicn open (and all overdue)
accounts, a figure almost 25 percent higher thahdhCluster 11, in spite of the latter
one having more elements, though being similar @payment habits and in the

exceeding of credit lines.
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Cluster 6 — Group DEF120: customers who are more #n 120 days in default

The most significant characteristic of the 40 costcs in this cluster have in common is
that 90 percent of their obligations are 121-15¢sdzast due. The remaining 10 percent
belongs to the two neighboring intervals (91-126 461-180 days). Repayment habits
look more favorable than those of Clusters 8 and Tl frequency of a credit line
differs from that in the DEF90 group, but it is erded less often. An important
difference from the two aforementioned clusterg€ampany size: their average Total
Asset Value, at HUF 237 million, is the smallestosa all NON-PAYERS, qualifying
these companies mostly for the first percentileackrrecord variables are around the
average or slightly worse, with 1 out of 4 recomstaining a negative entry. Self-
employed entrepreneurs and, to a minimal extemitdd partnerships (so-called bt.’s)
are overrepresented in the cluster. Consideringatteal number of companies, kft.’s
are the most frequent (24) form, even though tpenportion is lower than in other
clusters. The average open balance equals HUFniillidn, all overdue. Even though
the open balance is only half the sample averdgeoverdue balance is already above
the average and it looks especially alarming if parad to the Total Assets of these
customers. The cluster's obligations to the supphequestion add up to HUF 45

million in total.

Cluster 3 — Customers who are more than 150 days gefault

Out of the total open balance of these 32 custan®@rpercent are 151-180 days past
due, while the remaining 11 percent belongs totthe neighboring intervals. The
average value of assets, at HUF 817 million, is st remarkable difference from
Clusters 6 and 8. Just like for all other NON-PAYERepayment is not characteristic
for these customers, either, and they exceed thedit line in 46 percent of all cases.
However, a line of credit is extended to them leeguently (56 percent), which still
more or less corresponds to the sample averageadéas and owners have an average
track record, for the company itself; however, fileguency of negative entries is above
the average at 34 percent, the highest figure anN@i-PAYERS. The latter holds
true for blacklist mentions, as well. The averagtabce of open and overdue accounts
equals HUF 1 million, which is similar to Clusten6the NON-PAYERS (with just the
proportion of overdue accounts being higher), ligniicantly lower than in Cluster 8.

Self-employed entrepreneurs are overrepresentdteicluster, while the proportion of
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kft.’s, though still the most frequent in numbes,axpressly low. Based on company
size related data — if available at all — they riyalbelong to the first percentile.

BADS

Cluster 12 — Customers who are more than 6 months idefault

The cluster consist of 73 elements, 96 percenheftdétal obligations of whom is 180-
365 days past due. Repayments were not made iextrained period, with almost no
exception at all. Contrary to the customers who @rer one year in default, these
customers do sometimes (but quite rarely as cordp@arehe sample average) have a
credit line, but they exceed it twice as frequerttyother customers. Their managers
and owners can often be found in the records efadl liquidated businesses and the
track record of the company itself is worse thamdlierage, too. Interestingly, blacklist
mentions were more typical for other clusters witlore favorable payment habits.
Their asset value and sales revenue is HUF 438omiind 608 million on average,
respectively, but the standard deviation of theadatas high. It can be said,
nevertheless, that customers belonging to the giestentile by Total Assets (but being
larger than those in the worst, the third cluséee) overrepresented. The same applies to
their open and overdue balance, as well, totalikk-F2.5 million on average. The fact
that the overdue balance is somewhat higher tharthi® worst, the second cluster,
might be due to the supplier not having written aff high a proportion of these
receivables as for Cluster 2. Thus the total obbgs of the cluster amount to HUF 184
million. Considering their legal form, kft.’'s arde most typical, but ten limited

partnerships (bt.’s) are also included.

Cluster 2 — The worst customers - over one year ishefault

This is the cluster of those 93 customers the 98gme of whose obligations is more
than 365 days past due. It is not much of a swegghat the dummy variables for delays
above 90 and 120 days (DEF90, DEF120) take theevaid and that the BAD variable
(combining these two with delays over one year acdounting for not only the
occurrence of the default but also for its severigkes its maximum value of 2. The
customers in this group did not pay back anythingnd) the week we examined; they
might have had a credit line originally, but they dot have one now. Their open
accounts are most probably the results of prewoessisting credit lines, thus the value

of the dummy for exceeding the credit line is takenl in each case, that is, they all
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exceed their (now invalid) credit lines. Incrimimaf entries in the records of the owner,
the manager and the company itself are twice agiénet as the portfolio average. There
are 21 self-employed entrepreneurs in the clugteir proportion amounting to twice
the figure for the entire sample. The number of'«f{45) is rather high, but their
proportion is still lower than in other clustemnited partnerships (bt.’s) are, however,
overrepresented. Their average open (and overda@nde is HUF 2.2 million,
exceeding the sample average by almost 10 peftkataverage overdue balance of the
cluster is, naturally enough, much higher than pbetfolio average, as there are no
repayments to lessen the total amount of debt. (Oiéd balance seems especially high
when compared to company size: these customergpralmbly small; their average
Total Asset Value, based on the 41 balance shegitalble, amounts to HUF 275
million, but the value highly varies within the spi@. This is the only cluster to have an
asset turnover rate below one. The supplier shoutikt probably, write off the HUF
203 million (representing about 8 percent of thetfpbo total) owed by the businesses

in this cluster.

CASH CUSTOMERS

Cluster 1 — Cash customers

This one is practically the only cluster where tioe-clustering variables did not yield a
homogenous group. Apparently, these 263 custoneerotibelong to any of the due-in
or past-due intervals, with proportions of only asretwo percent for each category.
Thus this is where the “zero-balance” clients & slupplier are found, who have either
not purchased anything recently or paid in castspite of that, the average balance of
open accounts still indicates that they do owe madoehe supplier — HUF 1.8 million
on average, with 1.5 million already overdue. Afdr their average balance does not
count among the lowest ones at all. Yet this débtearly HUF 493 million has been
accumulated by as few as 30 customers. More spaityfi there is one specific
customer with a debt of HUF 136 million, and théigdttions of the four largest debtors
add up to HUF 331 million, all of them counting amgothe ten largest debtors of the
portfolio. Their due date structure is, howevemikr to those of the other 233
customers in the cluster insofar as that therenarspikes at any one of the intervals -
open accounts are equally distributed between abegories. Their behavior and other

attributes, however, differ from those of cash costrs.
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Cash customers rarely have a credit line (8%) &y fractically never pay back
anything — though admittedly they rarely have aeptdo pay for. The track record of
the owners and the managers is more favorablettieaverage, incriminating entries
on the record of the company itself, however, are percentage points more frequent
than the portfolio average. This is likely to haveole in the frequent denial of a credit
line. (Though, as we saw earlier, this is not neaely the case for all clusters.) Their
average asset value is HUF 351 million, ranking mgnahe smaller customers.
Company size might be another explanation for #uk lof a credit line, yet we did
actually have some counterexamples among the athsters, especially considering
that there were groups with a less favorable dasebver rate, as well.

The 30 customers whose total debt of HUF 493 nnili® equally distributed between
the due date categories have an average open balfhitJF 16.4 million, out of which
13.2 million is already overdue. One fourth of thedance is yet due and an additional
50 percent is less than 90 days past due. Consgdezpayment habits and access to a
credit line, they greatly resemble Cluster 5 (thws#h accounts 1-15 days past due).
Even though these 30 customers form a well-separgbbup, most of their open
balance having been accumulated by only a few ldedgors, | will not treat them as a
separate cluster, but rather as examples of somesatypical behavior. Therefore,
irrespective of these exceptions, | am going terréd Cluster 1 as the group of cash
customers. The variables mentioned in the clusti&cription above are listed Trable
3.12

The characterization of our clusters is concludgdrable 3.13.a listing all open and
overdue balances in thousand HUF, broken down bsted. Table 3.13.b presents the

distributions by cluster of the sum totals of @itaunts in each due date interval.
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Large customers

Cash customers

N | Mean St. deviation | N Mean St. deviation
SumOpen 30 | 16458120 30 183 667 233 - -
SumOverd 30 | 13201553 26 184 090 233 - -
ny9915a 30 0.16 0.15 233 - -
ny150a 30 0.10 0.12 233 - -
L115a 30 0.15 0.14 233 - -
L1630a 30 0.09 0.09 233 - -
L3160a 30 0.14 0.12 233 - -
L6190a 30 0.12 0.15 233 - -
L91120a 30 0.07 0.12 233 - -
L121150a 30 0.05 0.11 233 - -
L151180a 30 0.04 0.08 233 - -
L181365a 30 0.06 0.13 233 - -
L366a 30 0.02 0.06 233 - -
REPAY 30 0.50 0.78 75 0.03 0.16
CRLINE_DUMMY 30 0.73 0.45 233 0.09 0.28
EXCCRLINE_DUMMY [30 0.40 0.50 233 - -
Blacklist 30 0.80 1.97 233 0.12 0.78
Own & Man_dummy 30 0.27 0.45 233 0.14 0.35
Company_dummy 30 0.20 0.41 233 0.31 0.46
SumASSETO08 24 1038 555 3 207 257 145] 351 900 1799 334
sales08 24 1484 013 4 272 056 152 | 619441 3848 634
Perc_asset08 30 2.90 1.63 233 1.39 1.39
Perc_sales08 30 3.33 1.67 233 1.64 1.61

Table 3.12.: Cash customers and large, atypicataisin Cluster 1

Source: SPSS
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Clus- Number Sum- Sum- L121- L151- L181-
ter ents Open Overd ny9915 ny150 L115 L1630 L3160 L6190 | L91-120 150 180 365 L366
1 |CASH CUSTOMERS 263 | 493 744 | 396 047 71443 26 254 57 094 23 021 64 810 | 104 092 66 972 | 14614 14 903 31390 19 150
BADS — over one year in
2 [default 93| 203478 | 203478 - - - - - - - - 80 6586 | 196812
NON-PAYERS - 121-
3 [150 days past due 32 34 214 34 214 - - - - - 1546 58 2 985 26 184 3441 -
GOODS — accurate
4 lcustomers 283] 300213 29 076 64 245| 206 893 22 596 4 051 587 1141 352 349 - - -
DELAYERS — 1-15 days
5 |past due 135| 154 775| 120804 8 796 25176 | 114 247 5 000 983 360 - - - 214 -
NON-PAYERS —
6 [DEF120 40 45 608 45 608 - - - - - 112 4050 33831 7614 - -
DELAYERS — 16-30
7 [days past due 47 63 827 46 063 8 607 9 157 11 448 32749 1710 - - 79 9 69 -
8 [NON-PAYERS — DEF90 26| 105237 | 105036 - 201 2813 4 452 9 070 12 267 70 089 2 552 1300 2493 -
DELAYERS — 61-90
9 [days past due 32 45 410 45 410 - - 195 737 5485 37997 996 - - - -
GOODS — most
favorable payment
10 |history 224 958972| 119022 735 193] 104 756 52 836 22 056 7 967 9 207 19 080 7254 608 15 -
DELAYERS — 31-61
11 |days past due 41 84 589 80 254 2 564 1771 5 044 3883 58 251 10 798 1646 - - 633 -
BADS — more than 6
12 jmonths in default 73| 184235 183147 511 577 1572 54 165 4 687 2234 503 7980 | 165548 404
Total 1289 | 2674301 | 1408158 891 359 374784 267 845 96 002 149 026 182 206 165 478 62 168 58 679 210 388 216 366

Table 3.13.a: Comparison of the clusters by aggtred balances

Source: SPSS (in thousand HUF)
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Number

of Sum- | Sum- L91- (L121-|L151-]L181-
Cluster elements | Open | Overd |ny9915|ny150| L115 | L1630 (L3160 |L6190|120 150 |[180 |365 L366
1 | CASH CUSTOMERS 263 18% 28% 8% 7% | 21%| 24%| 43%| 57%| 40%| 24% | 25%| 15% 9%
2| BADS — over one year in default 93 8% 14% 0% 0% 0% 0% 0% 0% 0% 0% 0% 3% | 91%
NON-PAYERS - 121-150 days
3 | past due 32 1% 2% 0% 0% 0% 0% 0% 1% 0% 5% | 45% 2% 0%
41 GOODS - accurate customers 283 11% 2% 7% | 55% 8% 4% 0% 1% 0% 1% 0% 0% 0%
DELAYERS - 1-15 days past
5 | due 135 6% 9% 1% 7% | 43% 5% 1% 0% 0% 0% 0% 0% 0%
6 | NON-PAYERS — DEF120 40 2% 3% 0% 0% 0% 0% 0% 0% 2% | 54% | 13% 0% 0%
DELAYERS - 16-30 days past
7 | due 47 2% 3% 1% 2% 4% | 34% 1% 0% 0% 0% 0% 0% 0%
8 | NON-PAYERS — DEF90 26 4% 7% 0% 0% 1% 5% 6% 7% | 42% 4% 2% 1% 0%
DELAYERS - 61-90 days past
9 | due 32 2% 3% 0% 0% 0% 1% 4% | 21% 1% 0% 0% 0% 0%
GOODS — most favorable
10 | payment history 224 36% 8% 82% | 28%| 20%| 23% 5% 5% | 12%| 12% 1% 0% 0%
DELAYERS - 31-61 days past
11 | due 41 3% 6% 0% 0% 2% 4% | 39% 6% 1% 0% 0% 0% 0%
BADS — more than 6 months in
12 | default 73 7% 13% 0% 0% 1% 0% 0% 3% 1% 1% | 14% | 79% 0%
Total 1289 | 100% 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100%

Table 3.13.b: Comparison of the clusters by tistridhution of aged balances

Source: SPSS
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As implied by the above description of our groupsn-clustering variables also show
differences by cluster. | am going to proceed bsting the significance of these
differences. The relationship between two varialphgght be tested in several ways. First
of all, | generated contingency tables for the teliss and the variables in question
(included in the Appendix). The statistics for tegtthe existence and the strength of
potential relationships can be found in Tables &l1&nd 3.15.b. The existence of a
relationship between variables can be tested uki@dgChi-squareyf) test. Having found

proof for the presence of such a relationship ctireect interpretation also requires that its
strength be known. | decided to use Cramer’'s Vwkng that Sajtos and Mitev (2007)

found it to be the most reliable indicator of itadk

Pearson Chi-Square Likelihood Ratio
Asymp. Asymp.
Sig. (2- Sig. (2-
Value |df | sided) Value | df |sided)
Legal form* 155.27 | 66 0.00 146.86| 66 0.00
Perc_asset08 187.83| 55| 0.00 191.48| 55| 0.00
Perc_sales08 184.65| 55 0.00 191.39| 55 0.00
REPAY 171.59| 22| 0.00 204.41| 22| 0.00
CRLINE_DUMMY 453.63| 11| 0.00 531.47| 11| 0.00

EXCCRLINE_DUMMY [370.10] 11 0.00 427.82| 11 0.00

Blacklist** 191.35]110| 0.00 116.87 110 0.31
Own & Man dummy 64.16 | 11| 0.00 56.85 | 11| 0.00
Company_dummy 126.18| 11| 0.00 122.16| 11| 0.00
COMPANY_PERS 168.28| 22| 0.00 156.47| 22| 0.00

Table 3.14.a: Analysis of the relations betweea tion-clustering variables and the
clusters
Source: SPSS

* 50 cells (59.5%) have expected count less than 5. The minimum expected count is .06.

** 113 cells (85.6%) have expected count less than 5. The minimum expected count is .02.
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The y? test is not appropriate if the expected couna @kll is below 1 or if at least 20
percent of the cells have an expected count lems B The legal form and the blacklist
variables obviously violate this condition. For #le other variables, the existence of the
relation can be accepted, as the test’s null hygsish(independence) is rejected at each
significance levels. In the case of large sampikslihood ratio equals the value gf and

its meaning is similar for smaller samples, tode Tigures in Table 3.14.b indeed confirm
the conclusions of thg? test. Blacklist mentions was the only variablé toademonstrate a
significant relationship with the cluster classfion — but that has already been questioned

above, anyway.

Approx.
Cramer's V | Sig.

legal form 0.142 0.000
perc_asset08 0.171 0.000
perc_sales08 0.169 0.000
REPAY 0.291 0.000
CRLINE_DUMMY 0.593 0.000
EXCCRLINE_DUMMY 0.536 0.000
Own & Man dummy 0.223 0.000
Company dummy 0.313 0.000
COMPANY PERS 0.255 0.000

Table 3.14.b: Analysis of the relations betweea tion-clustering variables and the
clusters — Cramer’'s V
Source: SPSS

The symmetric measure used to assess the strehgjile celationship was Cramer’s V,
which, by definition, takes values between 0 andHe existence of a credit line and its
being exceeded were the only variables to showrafgiant, above-moderate relationship
with the clusters. For all other behavioral vares)lthe relationship was found to be
moderate. As it was already apparent from the gesmn of the clusters, the legal form —
where they? condition was violated, too — did not show sigmaint differences by cluster,
due to the overall proportion of kft.’s being ratlimgh. Instead of the average Total Asset
Value and sales revenue variables themselves,aotihnsformation of them — namely the
quintiles — is suited for a contingency table asslyyet in spite of its significance, the

relation is still weaker than moderate.
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The ANOVA table under Table 3.15. is also intendedsupport the significance of the
differences between the clusters, at least forvémgables the level of measurement of
which allows of such an analysis. Thus the nulldtigpsis of the F-test (asserting that the
averages of the variables examined are identicataoh cluster) can be rejected. In
addition to our conclusions based on the previaumicgency table, on thg test and on
Cramer’'s V, we thereby also established that aeergtal Asset Value, the average
balance of open and overdue accounts and averéggersgenue do all show significant
differences by cluster. (Though in this latter cadee p-value being 4.7 percent, the

existence of a difference is only just about acaelet at the chosen significance level of 5

percent.)
ANOVA
Sum of Squares df Mean Square F Sig.

SumOpen Between Groups 1730268061371155 11 | 157297096488286 2.261 | .010
Within Groups 88845626981866200 | 1277 | 69573709461132
Total 90575895043237400 | 1288

SumOverd Between Groups 916674187670814 11 | 83334017060983 | 3.088 | .000
Within Groups 34456216526490140 | 1277 | 26982158595528
Total 35372890714160950 | 1288

REPAY Between Groups 53.195 11 4.836 | 15.500 | .000
Within Groups 311.361 998 312
Total 364.555 | 1009

Purch_DUMMY Between Groups 35.844 11 3.259 | 20.373 | .000
Within Groups 159.626 998 .160
Total 195.470 1009

CRLINE_DUMMY  Between Groups 112.537 11 10.231 | 63.041 | .000
Within Groups 207.237 | 1277 162
Total 319.773 1288

EXCCRLINE Between Groups

“DUMMY P 83.660 11 7.605 | 46.758 | .000
Within Groups 207.713 1277 .163
Total 291.373 | 1288

Blacklist Between Groups 25.149 11 2.286 | 2.408 | .006
Within Groups 1212.626 | 1277 .950
Total 1237.775 1288

'a‘;":jummy Between Groups 9.245 11 840 | 6.082 | .000
Within Groups 176.480 | 1277 .138
Total 185.725 | 1288

Company_dummy Between Groups 24.271 11 2.206 | 12.598 | .000
Within Groups 223.665 | 1277 175
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COMPANY_PER
S

SUMASSETO08

Sales08

Total
Between Groups

Within Groups
Total

Between Groups
Within Groups
Total

Between Groups
Within Groups
Total

247.936
58.470

440.241

498.711
266801396496738
10462941659163640
10729743055660380
845563567482572
37816159001842590
38661722569325160

1288
11

1277
1288
11
893
904
11
894
905

5.315
.345

24254672408794
11716619999063

76869415225688
42299954140763

15.418

2.070

1.817

.000

.020

.047

Table 3.15.: ANOVA table of the non-clusteringiafales and the clusters

Source: SPSS

Finally, the relationships between the non-clustgrivariables and the clusters are

illustrated by Figures 3.3.a - 3.3.e.

Figure 3.3.a: Total Assets and sales revenue ust@ls
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Figure 3.3.b: Open balances vs. clusters
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Figure 3.3.c: Repayment vs. clusters
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Figure 3.3.d: Credit lines vs. clusters
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Figure 3.3.e: Track records vs. clusters
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It might need to be explained why the default y@lea BAD, DEF90 and DEF120 were
not included in significance testing. Recalling haw defined these variables, it becomes
evident that they are based on the due date steuofithe receivables balances, that they
are transformations of the variables representiregatge structure. Thus, obviously, they
are closely related to how the sample was dividéal ¢clusters — into the clusters that were
generated using the original variables of the date dtructure.

Summing up the results of the cluster analysis,see that we could distinguish four or
five larger groups in the sample. The GOODS andBABS are very different, very far
from all the others. The GOODS can be divided tato groups by Total Asset Value (as a
proxy variable of company size) and by the balanteopen accounts. The smaller
businesses have the most favorable payment behdviey could not even afford to give
up on that discipline, as they owe HUF 4.3 million average in trade credits to the
supplier. Companies in Cluster 4, also among th€OG86, are double the size, and the
trade credit extended to them is smaller. What eorsc behavioral variables, the two
groups are identical. Evidently, some customerevadowed to purchase on account even
without an officially authorized credit line, thuSXCCRLINE_DUMMY sometimes
signaled the exceeding of the credit line everhdt twas not the case. Accordingly, my
explanation for the difference in exceeding theditréne between the two clusters of
GOODS is that the proportion of those having beeteregled a credit line is lower in
Cluster 2.

The BADS are markedly different from all the othexs well. They are the customers who
are more than six months behind in their paymeditsster 3, the group of the worst (over
one year past due) customers is characterized éowdinst possible behavioral variables,
companies’ size is small, with an average asseevall HUF 275 million, out of which 2.2
million, that is, 8 tenth of a percent is the bakrowed to the supplier in question.
Customers 181-365 days past due do clearly diffesdmpany size, but their open balance
still accounts for more than 7 tenth of a percentheir Total Assets. Their behavioral
variables look better, and some still have a clautwith the supplier.

The group of CASH CUSTOMERS is easy to identifyg,tas they do not have any open
accounts. Most probably, they have either not bowgtything recently, or have been
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denied a line of credit by the supplier becaustheir small order size or because of their
small company size coupled with worse than avetagd records.

The distinction between DELAYERS and NON-PAYERS,mgoising 7 clusters
altogether, is somewhat arbitrary. They are distisiged based on the definition of default
used by the banks, that is, anyone whose obligatéase more than 90 days past due is
considered to be in default (a non-payer). | haeeoted clusters 5, 7, 11 and 9 as
DELAYERS. Considering open balances, Cluster lfediffrom the others by having an
average debt corresponding to the portfolio avedddUF 2 million, while all the other
clusters’ figures are between 1.1 and 1.4 millidnother obvious difference is company
size (measured by average Total Assets). The gnatlpthe longest delays, Cluster 9, is
the cluster of expressly small businesses, ancetho€luster 7 are below the average, as
well. The average asset value of about HUF 1.50hilbf Clusters 5 and 11 does not,
however, differ too much from the sample averadesE two groups are distinguished by,
apart from the aforementioned open balances, tw#rdue balances. Also, the track
record dummies of Cluster 11 (longer delays) ass lavorable than those of Cluster 5
(only 15 days past due).

The group of NON-PAYERS consists of less than l@§lamers; the clusters representing
the last two due date intervals of the DELAYERSevaiready small, though. It seems that
the intermediary behavior patterns in between tk#-separated groups of GOODS and
BADS are far more difficult to outline, as theresaro typical past-due or due-in values
between the two extremes. The group of NON-PAYER®ade up of Cluster 8, Cluster 6
and Cluster 3. The most important difference, oagain, is company size: Cluster 8 is
comprised of larger companies, while Cluster 6 @hdnclude small and medium
businesses, respectively. Average open balance mtesompletely follow this pattern:
though the largest figure belongs to Cluster 8,ragdere is no significant difference
between small and medium sized debtors considepeg accounts.

The relationships between the clusters and thechatering variables also support that we
managed to generate homogenous clusters. Howbeet 1tactive plus 1 passive (no open
accounts) cluster solution, defined by the 11 date dntervals, might appear to be too
trivial. If the 11 variables describing the due eatructure are the only ones used to

explore relevant payment habits, then the numbetustters to be generated, as suggested
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by the dendogram of hierarchical clustering, isMeein 8 and 12. Thus the number of
clusters is appropriate, and therefore the resfiltise clustering must be accepted, too.

If other variables (apart from due date structdme)nd to be significant in our above
analyses (company size as measured by Total Adstayioral dummies, track records)
are also included in the clustering and the amslisirun for 3 to 15 clusters, then the
majority of open accounts get “crammed” into thwstfthree due date intervals while the
real differences between the clusters get refleatedll the other variables. Thus it is
exactly the payment patterns that the analysis moll reveal any information about.
Accordingly, | decided to accept and present trst, firivial solution.

Given the findings of the cluster analysis, itngortant to consider the re-interpretation of
pre-existing default-related variables. We havaldshed that, beyond the well-separated
groups of the GOODS and the BADS, there also ezistlatively populous “grey zone”
comprising 7 clusters: the groups of the DELAYER®&dathe NON-PAYERS.
Consequently, the analysis of payment habits didyred a clear-cut definition of what
should be considered a default — there is no diaittto tell the supplier when (after how
many days) a payment delay should really be takeiowsly. Thus there is no reason for

us to re-define variables DEF90 and DEF120, | amgyto use them in unchanged form.

3.3.2 Payment Habits of Self-Employed Entrepreneurs
Subsample I. contains 224 self-employed entreprsn8esides their open balance and the

behavioral variables (repayment, exceeding of teditline, track record of the company),
we also know the gender of these customers. Théxastly what my first hypothesis —
comprised of, as is usual in statistics, a nulldigpsis and an alternative hypothesis —
relates to. | assume that non-payment might baenfted by the entrepreneur’s gender.
The hypothesis is based on the literature of mienaling; experience showed that the
repayment rates of women tend to be more favordhlghe context of microlending
naturally, this is basically explained by — as aitarlier (Kevane and Wydick, 2001; de
Aghion and Morduch, 2000) — the women of Third Wodountries being much more
closely tied to the community by their social netkvéhan the men, who are far more
mobile. Accordingly, the potential social consequemnof a default are more deterring for

women than for men. Yet significant differencesr@payment rates might have another
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explanation. The observation of microlending thabmen are good debtors” is built upon
the assumption that (and this might have nothingdowith the Third World) men and

women are characterized by different levels of apketite. And risk appetite, on the other
hand, might influence the client’s ability and wijness to pay. Accordingly, hypothesis

H1 has been formulated as follows:

H1: The non-payment of self-employed entrepreneurs influenced by their gender.
H1_Oa: Variables BAD and ,gender” are independent
H1_la: Variables BAD and ,gender” are not independe

H1 Ob: Variables DEF90 and ,gender” are independent
H1 1b: Variables DEF90 and ,gender” are not inaeieat

H1 Oc: Variables DEF120 and ,gender” are independen
H1 1c: Variables DEF120 and ,gender” are not inteleat

The relation between two variables can be testedeweral ways, but the level of
measurement of the variables only allows of a ogetincy table analysis in this case. To
find out whether there is a relationship betweenariables, the Chi-squarg?) test can
be used. Having confirmed the existence of a ioglatits correct interpretation also
requires its strength to be determined — | am gtongse Cramer’s V for this purpose.

The contingency tables generated by SPSS are extlndthe Appendix, while Table 3.16.
lists the values of Pearson¥. (Any value indicating a significant relation ibe
highlighted in italics in all similar tables heraiter.)

Pearson Chi-Square | Df Asymp. Sig. (2-sided)
gender — BAD 0.009534 2 0.995244
gender — DEF90 0.007271 1 0.932048
gender — DEF120 0.007846 1 0.929416

Table 3.16.: Relationship between gender and ngmaeat according t@?
Source: SPSS

These particulag? values do not allow of the rejection of the rfufpothesis (that is: the

independence of the variables) at any generallye@ed significance level. Thus,
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assuming that the variables are independent, ftilieators related to the strength of the
relationship will not be listed. The value jgfis influenced by sample size: in the case of
small samples, an increase in sample size mightltreés non-significant relationships
becoming significant. Our result not being affechgdthis attribute of the? test, we can
conclude that gender does not influence non-paymehe sample examined.

My second hypothesis concerning self-employed prereeurs is based on the findings of
the authors who emphasized the importance of namtial indicators or occasionally
even qualitative information in bankruptcy predicti For self-employed entrepreneurs,
only the ,company_dummy” variable is available.vtdue is 1 if there has been any kind
of tax proceeding against the entrepreneur orey ttan not be found, otherwise it is 0. The
personal track record of the entrepreneurs coutth dlave been interesting, but the
subsample was found to be completely homogenouse nbthe listed entrepreneurs had
had any connection to companies that had gone bapnér been liquidated. This variable,
therefore, will not be tested on Subsample |. Adoagly, my second hypothesis, the

analyses of which are detailed in Tables 3.17ia:b,

H2: The non-payment of self-employed entrepreneursis influenced by past
proceedings against them and non-compliant data rets.

H2_Oa: Variables BAD and ,company_dummy” are inslegent

H2_1la: Variables BAD and ,company_dummy” are mudependent

H2_0b: Variables DEF90 and ,company_dummy” arepehdent
H2_1b: Variables DEF90 and ,company_dummy” areindépendent

H2_0Oc: Variables DEF120 and ,company_dummy” arepehdent
H2_1c: Variables DEF90 and ,company_dummy” areindépendent
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Pearson Asymp.
Chi- Sig. (2-
Square | Df sided)
company _dummyBAD |12.27942 210.002155
company_dummy
DEF90 3.895652 1/0.048411
company_dummy
DEF120 3.826667 1/0.050443

Table 3.17.a.: Relationship between company trackrd and non-payment according to

2
)éource: SPSS

According to the table, negative entries on enteeurs’ track record and the existence of
obligations over 90 days past due or over 120 gms due are not independent at a
significance level of 6 percent. The null hypotlseabout the BAD variable can even be
rejected at a lower significance level. Table 31@ontains the figures indicating the

strength of the relationship.

Cramer's | approx.
V Sig.
company_dummyBAD 0.234134 | 0.002156
company_dummy
DEF90 0.131876 | 0.048411
company_dummy
DEF120 0.130703 | 0.050443

Table 3.17.b: Strength of the relationship betweampany track record and non-
payment based on Cramer’'s V
Source: SPSS

The conclusion is similar to that of the test. The track record of the company shows a
significant relationship with all three non-paymeatiables. The maximum of Cramer’s V
for 2x2 contingency tables is 1 (Sajtos-Mitev, 200&ccordingly, the relations with
variables DEF90 and DEF120 are considered signifi¢though relatively weak.

Thus those self-employed entrepreneurs who havatinegentries on their record are more
likely to accumulate debts that are over 90 or &€y days past due, that is, to default on
their obligations according to our definition. Tim@re severe the default is (represented by
the BAD variable), the more likely it is that oneutd have found incriminating data in

their records, as a kind of pre-warning sign. Adaag to the above, non-payment itself is
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in a weak relationship with the track record of tdmenpany, while the severity of damage,
i.e. the structure of obligations, shows a weak-enatk relationship with incriminating
data.

Financial institutions build their behavioral sewyimodels upon the information gathered
through their relationship with the customer. Tiyalata we have about the behavior of
the entrepreneurs is whether they are exceedingr tbeedit line right now
(EXCCRLINE_DUMMY) and whether they have made anyymants/prepayments
(REPAY) during the previous week. The main pointnof hypotheses is that while the
exceeding of the credit line can be consideredgatige sign concerning the customer’s

payment habits / willingness to pay, their makingegment seems to be a positive sign.

H3: The non-payment of self-employed entrepreneurand their exceeding of their
credit line are related.

H3_Oa: Variables BAD and ,EXCCRLINE_DUMMY” are indendent

H3 1a: Variables BAD and ,EXCCRLINE_DUMMY” are notdependent

H3_0Ob: Variables DEF90 and ,EXCCRLINE_DUMMY” aredependent
H3_1b: Variables DEF90 and ,EXCCRLINE_DUMMY” areotnindependent

H3_Oc: Variables DEF120 and ,EXCCRLINE_DUMMY” anedependent
H3_ 1c: Variables DEF120 and ,EXCCRLINE_DUMMY” aretrindependent

H4: The non-payment of self-employed entrepreneurand their previous payments
are related.
H4_Oa: Variables BAD and ,REPAY” are independent

H4 1a: Variables BAD and ,REPAY” are not independen

H4 Ob: Variables DEF90 and ,REPAY” are independent
H4 1b: Variables DEF90 and ,REPAY” are not indepamtd

H4 Oc: Variables DEF120 and ,REPAY” are independent
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H4 1c: Variables DEF120 and ,REPAY” are not indegemt

Results are shown in Tables 3.18.a-b. They imp&¢ the null hypothesis asserting the
independence of the variables in question can jeetesl. The exceeding of the credit line
is in a significant, moderately strong relationskfth both non-payment itself and its
severity. The result sounds reasonable: given ttiatentrepreneur has debts at least 90
days past due, they probably must have exceeded dreglit line already. It is an
interesting question, nonetheless, why the suplgid¢hese customers purchase on account
beyond their limit, even though they only represénipercent of its total accounts
receivable balance. The only plausible explanagainat self-employed entrepreneurs are
given shorter payment terms than the other cuswntieus their contribution to the
supplier's sales revenue is larger than what tbmiall share of total receivables suggests,
and accordingly it has been an important goal tepkihese customers. There is also a
significant but somewhat weaker relationship betwespayment and both non-payment

and its severity.

Pearson Asymp.

Chi- Sig. (2-

Square | Df sided)
EXCCRLINE_DUMMY — BAD 48.6777 2| 0.000000
EXCCRLINE_DUMMY - DEF90 | 38.22956 1| 0.000000
EXCCRLINE_DUMMY - DEF120 |37.13441 1| 0.000000
REPAY — BAD 11.2862 2| 0.003542
REPAY - DEF90 11.2858 1| 0.000781
REPAY - DEF120 9.971364 1| 0.001590

Table 3.18.a: Relationship between non-paymentrapdyment / the exceeding of the
credit line according tg?
Source: SPSS

Cramer's V | Approx.Sig.
EXCCRLINE_DUMMY — BAD 0.466166 0.0000
EXCCRLINE_DUMMY - DEF90 0.413119 0.0000
EXCCRLINE DUMMY - DEF120 0.407159 0.0000
REPAY - BAD 0.256159 0.0035
REPAY - DEF90 0.256154 0.0008
REPAY - DEF120 0.240776 0.0016

Table 3.18.b: Relationship between non-paymentrapdyment / the exceeding of the
credit line according to Cramer’'s V
Source: SPSS
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Thus our findings concerning self-employed entrepues were: their gender does not
influence payment habits. The sample, however, sdersupport the assertion mentioned
in the literature review that variables related indormation of a non-financial and

occasionally even of a qualitative nature mightrbportant in the prediction of defaults.

3.3.3 Default Prediction on Subsample II
Financial statements (with a varying level of d¢taere available for 905 customers out

of the entire database. As the last step of thiysisal am going to estimate a new default
prediction model on the available sample, relyimgthe accounting-based bankruptcy
prediction models presented in chapter 3.1.2.2yguie SPSS software suite. In line with
previous findings, | am going to analyze severaiatens of the model and compare their
performance. The hypotheses in this subchapteaipen the relative performance of the

different model variations.

3.3.3.1Methodological Considerations
The first step was theleaning of the data by checking the consistency of the balance

sheet and income statement figures. Afterwardsedam the information in chapter
3.1.2.2, | identified the financial ratios that mpgssibly be used. Table 3.19. lists these
ratios along with all non-financial variables thaised.

The table contains an adjusted form of ROA. Theemtion aims at the (at least partial)
reconciliation of the numerator with the denomimat®he Total Asset Value in the
denominator is financed from both external andrivde(Owner’s Equity) sources. At the
same time, Earnings Before Taxes (the original matoe) is something that belongs to the
owners only, and does not contain the interest fraicreditors any more. Therefore, the
indicator will be more consistent if the cash flogang to the creditors are also included
in the value of the numerator. Based on the auéithalof data, Expenses on Financial

Transactions was used to estimate Interest Paid.
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Name of the variable

Financial ratio

Liab/(Liab+Equ) Total Liabilities/(Total Liabilitie + Owner’s Equity)
EBT/NSALESO08 Earnings Before Taxes/Net Sales Rexenu
EBT/ASSETO08 Earnings Before Taxes/Total Assets
EBIT/ASSET08 EBIT/Total Assets

EBITDA/SALESO08 EBITDA/Net Sales Revenue

EBIT/SALESO08 EBIT/Net Sales Revenue

ROEQ08 Net Earnings/Owner’s Equity (ROE)

CA/CL08 Current Assets/Current Liabilities

LIAB/(EBITDA+INCFIN)08

Total Liabilities/(EBIT + Income from Financial Tmaactions)

LIAB/EBITDAO8

Total Liabilities/EBITDA

EBIT/EXPFINO8

EBIT/Expenses on Financial Transatsio

CL/SALES08 Current Liabilities/Net Sales Revenue
CA/ASSETO08 Current Assets/Total Assets
TREC/LIAB08 Total Receivables/Total Liabilities
OE/FASSET08 Owner’s Equity/Fixed Assets
SALES/ASSETSO08 Net Sales Revenue/Total Assets
SALES/NWCO08 Net Sales Revenue/Net Working Capital
SALES/EBIT08 Net Sales Revenue/EBIT

(Earnings Before Taxes+Expenses on Financial Tcdiose)/Tota
ROA*08 Assets
PROFORD/OEQ08 Profit on Ordinary Activities/OwneEguity
NWC/ASSETS08 Net Working Capital/Total Assets
QUICKRO08 Cash and Cash Equivalents/Current Liabdit
LTD/OEQOS8 Long-Term Debt/Owner’s Equity
TREC/OEO08 Total Receivables /Owner’'s Equity
LTD/(Liab+Equ) Long-Term Debt/ /(Total Liabilities Owner’'s Equity)
TREC/(Liab+Equ) Total Receivables/(Total Liabilgie Owner’s Equity)
SALES/NWCO08 Net Sales Revenue/Net Working Capital
CASH/ASSETS08 Cash and Cash Equivalents/Total Asset
CLO8/OEO08 Current Liabilities/Owner’s Equity
CASH/SALESO08 Cash and Cash Equivalents/Net SalesriRe
G_Sales (Net Sales Revenue 2008/Ne Sales Revefug-20
fcff/assets FCFF/Total Assets

Table: 3.19.a: Financial ratios recommended bgrhture

Source: the sources of chapter 3.1.2.2
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Name of the variable

Interpretation

COMPFORM Legal form of the company

0 — there was no payment; 1 — there was a(t leestmayment; 2 —
REPAY there was a(t least one) pre-payment

0 — there was no debt to be repaid; 1 — there tdsast one)
SREPAY payment; -1 — there was no payment, though hapan lbalance

blacklist_delay days

For how long (days) was themgany on the blacklist altogether?

howmany blacklist

How many times was the compareddo the blacklist?

Comphist_dummy

0 — no incriminating information about the compahy: there is
incriminating information about the company

Own_& Man dummy

0 — no incriminating information about the ownettloe manager; 1 +
there is incriminating information about them

COMP_PERS_DUMMY

0 — no incriminating information about either th@mpany or the
owner/manager; 1 there is incriminating information about eithee
company or its owner/manager; 2 — there is incratiimg information
about both the company and its owner/manager

CRLINE_DUMMY

0 — customer has not been extended a credit lineggustomer &s bes
extended a credit line

EXCCRLINE_DUMMY

0 — customer has not exceeded their credit lireciistomer has
exceeded their credit line

GENDER

1 - male; 2 — female

negEquity dummy

0 — Owner’s Equity not negative; 1 — Owner’s Equiggative

perc_asset08

Variable takes values from 1 to 5 according to Whpercentile of the
sample the 2008 Total Assets value belongs to. Zelata missing.

Table 3.19.b: Non-financial variables

Source: author’s calculation

The calculation of ROE needs some explanation, Tdee correct way is to use the
Owner’'s Equity value from the beginning of the yeeard the Net Earnings achieved
throughout the year. If | had stuck with this fodmthat would have meant the lack of a
ROE figure in 31 cases and, as reported by othewces on the topic, serious
interpretational difficulties in an additional 2@ses — even though literature found the
discriminative power of ROE to be rather impressiMee reason is that both the numerator
and the denominator can take negative values, wiicbrrectly, results in a positive value
for Return On Equity. Consequently, | decided t&cuate a kind of adjusted ROE for
these 51 customers, and thus | could at leastafigrsiolve the problem. The 2008 closing

balance of Owner's Equity was adjusted to estinigteopening balance by subtracting
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Balance Sheet Earnings. Thus it is only an econ@went affecting some other balance
sheet line item of Owner's Equity that could disttie value of this adjusted ROE.
Afterwards, there remained 19 customers where ¢gative values of Owner’s Equity and
Net Earnings gave a falsely positive value for RDese observations — in line with other
authors’ (e.g. Imre (2008)) practice — were exctuffem the analysis.

In the literature of the models used by banks,caidirs based on Interest Paid are quite
frequent. This piece of information is hardly eesrilable, yet it can often be substituted
by Expenses on Financial Transactions. In our ganhpwever, some 20 percent do even
lack this latter figure, thus the indicator waslaeded from the analysis. Another reason for
making this decision was that | aim at the predictof the non-payment of trade credits,
which do not necessarily have any interest obligatissociated with them like bank loans
do.

Because of a lack of data similar in extent to #fteve case, the balance sheet item
Retained Earnings, along with any associated italisawas also omitted. Unlike the
situation with Interest Paid, there is no theosdlycacceptable explanation for excluding
Retained Earnings from the model, thus the clasgiobn power of the model might be
compromised to some extent by this involuntary sleai

Another 24 observations were deleted from the dembbecause of missing data.
According to the Missing Value Analysis of SPSSs tias acceptable in each case. After
the data cleaning process, 857 observations rechargubsample 1.

I made the decision that non-payment shall be ifieditoy the variable DEF90, i.e. by the
fact of being more than 90 days in default. Fiastnoted earlier, the analysis of payment
patterns did not yield a clear definition for a aldf, either. Second, the average delay of
Subsample 1l weighted by volume (outstanding baaneas 55 days, thus by using
DEF90, the requirement that a default should benddfas an event more severe than the
average delay is met.

As many others had used it in bankruptcy modelinglso used logistic regression to
predict non-payment; from amongst the simpler mashthis is the most widely used one
and it is considered rather successful, as welkéfatein, 2000; Grunert-Norden-Weber,
2005). Relying on relevant literature (Altman-Saha007; Falkenstein, 2000; partially
Kristof, 2008a-b) each model variation employed Hoeward Stepwise Likelihood Ratio
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algorithm with significance levels of 5 percent abd percent for entry and removal,
respectively. The sample was partitioned into ening and a holdout sample according to
the 75% - 25% ratio recommended by literature (enge, 2008).

The studies | read all determined the cutoff vatugery different ways. The cutoff value
of the model is a threshold for the estimated podity of default: if the latter is lower /
higher than the cutoff value then the model predilse client in question to pay on time /
to default on the payment, respectively. Orave@08 and Tang-Chi (2005) discuss the
determination of cutoff values for default predictimodels in detail. Oravecz (2008)
distinguishes between theoretical and empiricakmenhation. The theoretical method
relies on profit matrices. Money should be lenthe client as long as the expected profit
of lending is higher than the expected profit dusal. Oravecz (2008) even provides a
numerical example and according to her empiricallts, the cutoff should rather be
determined using the theoretical method if and wivefit maximization is the goal.
Empirical approaches examine the model’s effectgsnfor different cutoff values. Yet
each author has their own interpretation of eflertess. Oravecz (2008) sticks with profit
maximization, while Tang-Chi (2005) offer a numbmr different solutions. They cite
Altman (1968) having chosen cutoffs based on diaation accuracy. Frydman, Altman,
and Kao (1985), for example, minimized the numldemasclassifications, while Ohlson
(1980) opted for the intersection of the probapititstributions of good and bad debtors.
Current literature primarily features cutoffs givey the largest AUC (area under the
curve), arrived at by comparing AUC values caladatising a number of different cutoff
values and choosing the one generating the maximu@. This is also the method | am
going to use in my thesis.

In order to interpret the AUC indicator, however,bdef digression is needed. The
performance of classification procedures can besored by separation statistics, ranking
statistics and by prediction error statistics (@e 2008). AUC, also known as AUROC
(area under the ROC) belongs to the second grdup plot that this indicator is based on
is the ROC (receiver operating characteristic) eusvspecial type of Lorenz curve. It is a
graphical plot of the false positive rate (FPR)swusrthe true positive rate (TPR) as the
cutoff threshold varies. In order to determine F#i TPR, one needs to know the number

of observations in the true positive (TP), trueatag (TN), false positive (FP) and false
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negative (FN) categories. The ratios FPR and TRRcafculated by substituting these
inputs into expressions (3.3) and (3.4) (Imre 2008)

FPR=—_ (3.3)
FP+TN

TPR=—17 (3.4)
TP+FN

Each point of the curve denotes the ratios FPRT&HRI for one given cutoff value, thus the
curve describes the model's classification abilisy a function of the cutoff value. The
classification ability of random classification rigpresented by a 45-degree line and the
plot of any model giving a perfect classificationush pass through the point with
coordinates (0;1). The estimated models lie betwbese two extremes and the further
their curve is from the diagonal, the better tressification ability of the model. The AUC

/ AUROC indicator, representing the size of theaarader the ROC, simply quantifies the
above relation. Accordingly, random classificatlmas an AUC of 0.5 while an AUC of 1
indicates perfect classification. In practice, ad@\of 0.7 or above is already appropriate
(Oravecz, 2008; Imre, 2008; Tang-Chi, 2005).

1.0

‘.

Cut-off

-

higher

TPR

(]

0o FPR 1.0

Figure 3.4.: The ROC curve
Source: Imre (2008) p. 60
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3.3.3.2Hypotheses
Based on chapters 3.1.2.2 and 3.1.2.3, | am gairigst the following hypotheses, all of

which concern the classification ability of our netel Each model incorporates a different
set of explanatory variables, but all of them westimated using the same algorithm
(forward stepwise likelihood ratio; significancevés for entry 5 percent, significance level

for removal: 10 percent).

H5: The classification accuracy of the models inc@orating behavioral variables is
higher than that of the models relying solely on phlicly available data, mainly of a
financial nature.

In her paper about a sample of German SMEs, Lehn{2af03) examined whether
financial data from sources other than financiateshents and, what is more, whether data
of an expressly non-financial nature improve thalels performance. Altman, Sabato and
Wilson (2010) performed a similar analysis on thawn sample, as well. Obviously,
taking into account the statistical and the ecortdmeonsiderations, the goodness-of-fit
indices and the classification power of a model théased on a larger number of relevant
variables and that uses a larger number of relessgpianatory variables will inevitably be
more favorable. This is exactly the reason why irst hypothesis, formulated on the basis
of Altman, Sabato and Wilson (2010), and Lehman@08, will most probably be
accepted. Therefore, H5 is much more of an illtistina namely to the question to what
extent the classification ability of the model daa improved by incorporating additional
variables. Our choice of so-called behavioral \@es being rather narrow as compared to
the range of non-financial indicators recommendgditerature, it will be particularly
interesting to find out how much a limited set @hhvioral variables can improve the
performance of the model.

By behavioral variables | mean the body of inforimatthat might accumulate in the
course of a supplier-customer relationship, thusenspecifically: whether the customer
has made a payment during the previous periodeitigence of a line of credit and
whether it has been exceeded. Hereinafter, the :siah¢he models incorporating such
variables will include the expression “BEHAV” (refeng to behavioral scoring). Any
other variable (financial and non-financial indmwa) can be obtained even for new
customers, with more or less effort. This is theecaith financial statements, the track
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record of the owner and the manager, the comparg®d concerning other partners (e.g.
tax-like arrears, bankruptcy proceedings) and wdretthe company has ever been put on a
publicly accessible blacklist and if so, for homdp (For instance on the list of those with
significant tax-like arrears or on one of the “nmeyers’ lists” continuously updated by
certain market actors.) Hereinafter, the names®itodels estimated using only variables
of this kind will include the expression ,NEW”, ifwdting that the results are applicable to

new customers, as well.

H6: The classification accuracy of the models relyg solely on non-financial variables

is not worse than that of the models using financialata only.

Even though the range of non-financial informatamailable to me is rather limited, | still
intend to compare the discriminative power of ficiahstatement data with that of other,
non-financial data based on Altman, Sabato anddfi{2010) and Lehman (2003). One of
the motives for formulating this hypothesis wag iha2009, when the data were recorded,
the claims management company (they asked to reamanymous) that provided me with
the database had made recommendations to its €litet supplier — on the line of credit to
be extended to each customer primarily based offinancial indicators, that is, on a kind

of expert system.

H7: The model’s classification ability improves ifwe use the principal components
derived from the financial ratios by principal component analysis as the inputs of the
logistic regression instead of using the individualfinancial ratios themselves as
explanatory variables.

Factor analysis was reported to have been useslifir purposes both in international and
Hungarian literature. By creating four factors frothe variables used to predict
bankruptcy, Hamori (2001) managed to control thédticullinearity of strongly associated
variables. Kristof (2008a-b) based his calculati@ms Hamori's (2001) work. Kristof
(2008a-b) concluded, that the AUC value (and thngs dlassification power, too) of the
models employing principal component analysis ghir than that of the models estimated
by the individual indicators themselves. (Hereiaathe names of the models based on the

results of a principal component analysis will ird# the expression ,PCA”.)
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3.3.3.3Default Prediction Models for the Customer Portfolo Examined
Two variations of the model built upon individuahdncial ratios (instead of principal

components) will be presented first. The modelgimgl solely on behavioral variables
come second, and finally, the performance of PCppsued models will also be assessed.

1. MULTIVAR_NEW_015

The model variation named ,MULTIVAR_NEW_015" usestiing else but publicly
available data (no behavioral indicators), thusait be used for new customers, too. The
number “015” indicates that the optimal (AUC-maxazing) cutoff value is 15 percent.
Accordingly, clients are classified as good debtbtkeir estimated probability of default
is below 15 percent, and “bad” (i.e. non-paying3tomers otherwise. For this very model,
the results are presented in detail, but the ositpliall the other models, though available

in the Appendix, will not be analyzed individually.

Variables in the Equation (MULTIVAR_NEW_015)

B S.E. Wald Df Sig. Exp(B)

Step 6 :Eﬁ?a”y—b'a 245 087 8.023 1 005 1.278

Liab_Tdebht08 2.436 404 36.274 1 .000 11.429

SE—FASSETO 005 002 3.732 1 053 1.005

SALES_ASSE

7508 -.226 .086 6.882 1 .009 .798

CASH_ASSE

7508 1.786 674 7.026 1 .008 5.964

fcff_assets 775 .209 13.734 1 .000 2.171

Constant -3.183 347 84.241 1 .000 041

Table: 3.20.: Parameters of model MULTIVAR_NEW_015
Source: SPSS

According to the SPSS-output, the significant exatary variables of customer default in
the case of new customers are: the number of ldackentions, Total Liabilities/Total
Debt, Net Sales Revenue/Total Assets, Cash and Egsivalents/Total Assets, and

FCFF/Total Assets. The fadipr example, that Customer ‘A’ has been mentionadao

blacklist one single time results in their ode{sBE) becoming 1.278 times the odds of an
-p
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arbitrary Customer ‘B’ whose significant variabke® identical to those of Customer ‘A’
except that Customer ‘B’ has never been addedydkacklist.

Model Summary (MULTIVAR_NEW_015)

-2 Log Cox & Snell | Nagelkerke R
Step likelihood R Square Square
1 511.963(a) .058 .099
2 498.222(a) .079 134
3 490.464(a) .090 154
4 483.700(a) .100 170
5 476.435(a) 110 .188
6 470.034(a) 119 204
a Estimation terminated at iteration number 5 bsegarameter estimates changed by less than ,001.

Table 3.21.: Goodness-of-fit indices for model MBLAR_NEW _ 015
Source: SPSS

From amongst the goodness-of-fit indices, NagekkeRk is the easiest to interpret,
because it works like the coefficient of multipletekmination, taking values between 0
and 1 (Oravecz, 2008). Consequently, the explapgpower of our model for new
customers, relying solely on publicly availableamhation, is 20.4 percent.

In order to find the cutoff value with the maximukC, | estimated the model for various
cutoff values between 0.1 and 0.9. | found thatdpemal cutoff value must be between
0.1-0.2. The decision of where to put the cutofthim this range was facilitated by the
method of Tang-Chi (2005). They plotted the graphthe quotients FNR and FPR, and
also TNR and TPR as a function of the cutoff valliee two curves intersect at the cutoff
value resulting in the maximum AUC, as it was conéd by the systematic analysis of
AUC in Tang-Chi (2005). Along this line of thoughtfound that the MULTIVAR-NEW
model's FNR and FPR curves (and the TNR and TPResuias well) intersect where at a
cutoff value of 0.15 (Figure 3.5.). This value vedso confirmed by our SPSS calculations
for the training sample, as illustrated by Tab223.and the related ROC curves in Figure
3.6.a.
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The relationship of FNR and FPR at the training sam

ple

——FNR
—s—FPR

0,1 0,15 0,2 0,3 0,4

0,5 0,6 0,7 0,8
cutoff

01 015 02 0,3 0,4 05 0,6 0,7 0,8 0,9
cutoff
The relationship of TNR and TPR at the training sam  ple

——TNR

Figure 3.5.: Intersections of FNR and FPR, and Tatid TPR for the training sample

Source: Author’s calculation based on SPSS outputs
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ROC Curve

Source ofthe Curee

——— MULTNAR_MEW _01

i MULT AR _NEW _015

MU LT AR _HEW _0Z
—— MULTMWAR _HEW_03

/ MULT AR _HEW_04
—— MULTMWAR _HEW_05

MU LT AR _HEW _05

MULT AR _NEW_OF

MULT AR _HEW_08

—— MULTMAR _HEW _08
Fe#®rence Line

0.8

=]
=]
|

Sensitivity

=
o
|

0.2

o0

T T T T

0o 03 04 05 0.8 10
1 - Specificity

Diagonal segments are produced by ties.

Figure 3.6.a: ROC curves of the training sampledifferent cutoff values
Source: SPSS

Area Under the Curve

Std. Asymptotic Asymptotic 95% Confidence
Test Result Variable(s) Area Error(a) Sig.(b) Interval
Lower Bound | Upper Bound

MULTIVAR_NEW_01 .648 .027 .000 .595 701
MULTIVAR _NEW_015 .686 .029 .000 .629 743
MULTIVAR _NEW_02 .656 .032 .000 .593 720
MULTIVAR _NEW_03 .649 .034 .000 .583 716
MULTIVAR _NEW_04 .593 .034 .003 526 .659
MULTIVAR _NEW_05 .569 .034 .028 .503 .635
MULTIVAR _NEW_06 561 .033 .052 .496 .627
MULTIVAR _NEW_07 .547 .033 135 .482 612
MULTIVAR _NEW_08 .528 .033 .373 464 .592
MULTIVAR _NEW_09 524 .032 .446 .460 .588

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5

Table 3.22.a: AUC values of the training sampledifferent cutoff values

Source: SPSS

By applying the results of the training samplehte holdout sample we find that the cutoff
value of 15 percent is too low; a threshold of 2écpnt would have yielded a higher AUC,

the 5 percent significance level of which would hate been questionable.
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ROC Curve
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Figure 3.6.b: ROC curves of the holdout samplditierent cutoff values
Source: SPSS

Area Under the Curve

Asymptotic Asymptotic 95% Confidence
Test Result Variable(s) Area Std. Error(al Sig.(b) Interval
Lower Bound | Upper Bound
SOKVALT_NEW_01 .615 .044 .020 .528 .702
SOKVALT_NEW_015 591 .048 .063 497 .686
SOKVALT_NEW_02 .640 .049 .004 543 737
SOKVALT_NEW_03 .585 .052 .082 484 .686
SOKVALT_NEW_04 572 .052 144 471 673
SOKVALT_NEW_05 547 .051 .340 447 .647
SOKVALT_NEW_06 .530 .051 .539 431 .629
SOKVALT_NEW_07 514 .050 .782 416 611
SOKVALT_NEW_08 517 .050 .735 419 .615
SOKVALT_NEW_09 511 .050 .817 414 .609

The test result variable(s): SOKVALT_NEW_01, SOKVALNEW 015, SOKVALT_NEW_02, SOKVALT _NEW_03,
SOKVALT_NEW 04, SOKVALT _NEW_05, SOKVALT _NEW_06, SOKALT _NEW_07, SOKVALT_NEW_08,
SOKVALT_NEW_09 has at least one tie between thétipesactual state group and the negative actadé giroup.
Statistics may be biased.

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5

Table 3.22.b:AUC values of the holdout sample for differenbtfutalues
Source: SPSS
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2. MULTIVAR_BEHAV_015

The next step was the addition of behavioral infation collected in the course of the
customer-supplier relationship to the model basadimalividual financial ratios and
publicly available non-financial data. Otherwiskee tmodeling process is identical to that
of model MULTIVAR_NEW _015.

Variables in the Equation

B S.E. Wald Df Sig. Exp(B)
Step 8(h) howmany_blacklist .209 .107 3.859 1 .049 1.233

blacklist_delay_days

.004 .002 3.744 1 .053 1.004
Liab/Tdebt08 2.273 429 28.077 1 .000 9.712
OE_FASSET08 .006 .003 4.969 1 .026 1.006
SALES_ASSETS08 | -192 .091 4.438 1 .035 .826
CASH_ASSETS08 1.967 .705 7.791 1 .005 7.149
fcff_assets 736 216 11.585 1 .001 2.087
EXCCRLINE
_DUMMY (1) -1.536 .256 36.043 1 .000 215
Constant -2.380 .373 40.645 1 .000 .093

Table 3.23.: Parameters of model MULTIVAR_BEHAW 01
Source: SPSS

According to the SPSS-output, the number of blatkientions, Total Liabilities/Total
Debt, Owner's Equity/Fixed Assets, Net Sales Reefhatal Assets, Cash and Cash
Equivalents/Total Assets, and FCFF/Total Assetsemirout to be significant explanatory
variables, once again. At the same time, the excgexf the credit line was also found to
be an explanatory variable and the number of bistcithys was just a tiny bit away from
being significant, too.

The outputs of the model can be found in the Appenthe incorporation of behavioral
variables significantly improved the goodness-biitidices, though that is not much of a
surprise whenever new, relevant variables are atiledmodel. Nagelkerke’Rncreased
from 0.204 to 0.298. Using the optimal (15 percentpff value, the AUC of the training
sample was 0.751, which does differ from 0.5 at lawgl of significance. This time, the
model also performed well on the holdout sampke:AUC value of 0.683 significantly

differs from the 0.5 figure of random classificatio
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3. BEHAV_015

This model, based on non-financial indicators omdyneeded to test hypothesis H6. Its
inputs are non-financial variables, exclusively.eBwhough the studies discussed in the
methodological chapter used a rather wide rangdatd, my database was limited to the
following variables: legal form of the company, agment, number and duration of
blacklist mentions, track record of the company eeldted persons, and the existence and
the exceeding of a credit line. Therefore this masienilar to Altman’s ZETA-model, also
includes the In(Total Assets) indicator as a premyiable of company size. Similarly,
negative Owner’s Equity balances were also takenancount through a dummy variable.
Final results are listed in Table 3.24. The indicatfound to be significant were: track
record of the company (comphist_dummy), paymenithabxceeding of the credit line

and negative owner’s equity.

Variables in the Equation

B S.E. Wald Df Sig. Exp(B)
Step 6(f) howmany_blacklist 264 102 6.664 1| .010 1.303
blacklist_delay_days
.004 .002 3.725 1| .054 1.004
comphist_dummy(1) -.614 271 5.156 1| .023 541
SREPAY_DUMMY 6.552 2| .038
SREPAY_DUMMY(1) -.400 .268 2.220 1| .136 670
SREPAY_DUMMY(2) -.968 .384 6.354 1| .012 .380
EXCCRLINE_DUMMY(1)
-1.528 247 = 38.305 1| .000 217
negEquity_dummy 1.562 414 | 14.233 1| .000 4.767
Constant -.258 .307 707 1| .401 772
Table 3.24.: Parameters of model BEHAV015 SaBeSS

Again, the model’'s detailed outputs can be founthenAPPENDIX. The goodness-of-fit
indices did not, as compared to model MULTIVAR_NEW5 (using publicly available
data only), deteriorate, but on the contrary, tleyually improved. Nagelkerke °R
increased from 0.204 to 0.234. Again with a cutifffl5 percent, the AUC values of the
training and the holdout sample were 0.703 and3).68th of which significantly differ

from the 0.5 figure of random classification.
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4. PCA_NEW_015

According to hypothesis H7, factor analysis mighprove the classification accuracy of
classification models. Thus | am going to develap tmodel variations (using publicly
available data first and then adding behavioraliabdes) where financial ratios are
replaced by factors generated by principal compbaealysis (PCA).

All financial ratios that were observed for theienportfolio were included in the principal
component analysis. Many of the quotients havingjlar interpretations, the finding that

the variables are suitable for factor analysis {s&ae 3.25.) is less of a surprise.
KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling
Adequacy. 571
Bartlet.t'.s Test of Approx. Chi-Square 37451.248
Sphericity
Df 465
Sig. .000

Table 3.25.: Data Suitability for PCA
Source: SPSS

Though literature generally reports fewer factddarfori, for instance, mentions 5), the
“eigenvalue greater than one” rule yields 10 ppaticomponents. Having run test for
fewer factors, both the factor analysis and thastag model the inputs of which it is
intended to deliver deteriorated in performanceusTth accepted 10 as the number of
factors, arrived at by performing a principal coment analysis with Varimax rotation.
This way, principal components account for 77 petrad the total variance. For detailed
outputs, please consult the Appendix. The ten palcomponents, named according to
their content, were:

1. Return on Assets
Profitability
Leverage
Net current assets structure
Debt service

Liquidity

N o o bk~ D

Receivables and Liabilities ratios
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8. Return on Owner’s Equity

9. Asset structure, financing

10. Sales Revenue
The parameters of the logit model estimated ugiedlO principal components are given in
Table 3.26. Significant explanatory variables foe tdefault of new customers were:
number of blacklist mentions, track record of tleenpany, 'Return on Assets’ factor, the
factor describing the structure and ratio of reabigs and liabilities, and the factor

describing the structure and the financing of asset

Variables in the Equation

B S.E. Wald df Sig. Exp(B)
Step 7() FAC1_3 -.930 215 18.680 1 .000 .394
FAC7_3 .302 .105 8.220 1 .004 1.353
FAC9_3 .266 .110 5.858 1 .016 1.305
howmany_blacklist .258 .087 8.850 1 .003 1.295
comphist_dummy(1) -.622 259 5.787 1 .016 537
Constant -1.353 223 36.904 1 .000 .259

Table 3.26.: Parameters of model PCA_NEW_015
Source: SPSS

The value of Nagelkerke?Rs the lowest so far, only detecting a determamaif 15.7
percent. Using the cutoff value optimal for theirthiag sample, 15 percent, the AUC-
indicated performance of the model does not excet#tht of model
MULTIVAR_NEW_015, only achieving a value of 0.66@rgus the 0.686 figure of the
model based on individual indicators. The holdgarmple, however, yielded a particularly
promising value of 0.663. Both AUC values in quasti nonetheless, do significantly
differ from 0.5.

5. PCA_BEHAV_015

By expanding the PCA-based model with our behalwvasables, we arrive at the model
presented in Table 3.27. The variables relate@épayment and the exceeding of the credit
line are added to the parameters of model PCA NEM. Ohe model's explanatory

power is, according to Nagelkerke?, R27.2 percent, thus weaker than that of model
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MULTIVAR_BEHAV_015. At the optimal cutoff level (15ercent, again), the AUC
values of the training sample and the holdout sanapé 0.713 and 0.707, respectively.
Which implies, once again, that even though it mdel MULTIVAR_BEHAV_015 that
better classifies the training sample, it is ouiprened by the PCA-based model as far as

the holdout sample is concerned.

Variables in the Equation

B S.E. Wald Df Sig. Exp(B)
Step7 FAC1_3 -.878 .223 15.535 1| .000 415
FAC7_3 .307 112 7.451 1| .006 1.359
FAC9_3 .319 122 6.876 1| .009 1.376
howmany_blacklist .319 .094 11.416 1| .001 1.376
comphist_dummy(1) -.639 276 5.372 1| .020 528
SsREPAY_DUMMY 7.101 2 029
SREPAY_DUMMY(1) -.427 273 2.453 1| 117 652
SREPAY_DUMMY(2) -1.023 .391 6.859 1| .009 .360
EXCCRLINE_DUMMY(1)
-1.470 .250 34.496 1| .000 230
Constant -141 312 .204 1| .651 .869

Table 3.27.:Parameters of model PCA_ BEHAV_015
Source: SPSS

1.1.1.4. Modeling Results and Hypothesis Evaluation

Based on the literature on relevant methodolodiesamined three hypotheses concerning
the logit models classifying customers either agepaor non-payers. The comparison of

my models also serves the purpose of evaluatirggthgpotheses.

H5: The classification accuracy of the models incorating behavioral variables is
higher than that of the models relying solely on phlicly available data, mainly of a
financial nature.

In order to test the above hypothesis, we needtapare modeMULTIVAR_NEW_015
to MULTIVAR_BEHAV_015 and model PCA_NEW_015 to PCBEHAV_015. The

aspects of comparison are listed in Tables 3.28.a-b
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Cox &
-2 Log SnellR Nagelkerke
Entire sample likelihood | Square R Square
MULTIVAR_NEW 015 470.034 0.119 0.204
MULTIVAR_BEHAV 015| 429.552 0.175 0.298
PCA NEW 015 489.223 0.092 0.157
PCA BEHAV 015 441.029 0.159 0.272

Table 3.28.a: Testing of hypothesis H5 — goodioéskt indices
Source: SPSS, edited by the author

Asymptotic 95%
Confidence Interval
Std. Asymptotic | Lower Upper

Training sample AUC Error(a) Sig.(b) Bound Bound
MULTIVAR_NEW 015 0.686 0.029 0.000 0.628 0.743
MULTIVAR_BEHAV 015 0.750 0.027 0.000 0.698 0.803
PCA NEW 015 0.660 0.030 0.000 0.601 0.719
PCA BEHAV 015 0.713 0.028 0.000 0.658 0.769
Holdout sample
MULTIVAR_NEW 015 0.591 0.048 0.063 0.497 0.686
MULTIVAR BEHAV 015 0.683 0.046 0.000 0.593 0.774
PCA NEW 015 0.663 0.046 0.001 0.574 0.753
PCA BEHAV 015 0.707 0.045 0.000 0.618 0.796

Table 3.28.b:Testing of hypothesis H5 — AUC
Source: SPSS, edited by the author

Table 3.28.a shows three goodness-offit indicég. 8stimation algorithm minimizes the
value of -2Loglikelihood, thus: the lower the bett€oncerning Cox-Snell Rvalues,
however, it is the higher values that are more fable. This indicator, by the way,
compares the likelihood value to the empty modehy@cz, 2008; Kovacs, 2006, Sajtos
and Mitev, 2007). The interpretation of NagelkeRéehas already been discussed earlier.
The theoretical implication that the incorporatioh the behavioral variables into the
models would improve model fit has been confirmagdaltl three indicators. For the
individual indicator based model and for the PCAdshmodel, Nagelkerke?’Rmproved
by 9 and almost 12 hundredths, respectively. NagkéR can take values between 0 and
1, and concerning its interpretation, it can bel shat the behavioral variables improved
the explanatory power of the model by about 10¢r@sage points.

204



In line with our expectations, the classificatioowsr of the models also incorporating
behavioral variables proved to be significantly téetin each case. Compared to the
theoretical lower and upper limit of AUC (0.5 anyg the improvement — between 4 and 9
hundredths, depending on the model — is considgggdficant. It could also be observed
that any one of the models including behavioralaldes performed better than any one of
the previously presented models not including singuts, thus the models that also
account for behavioral aspects outperformed therstiven for different sets of financial
explanatory variables. The conclusions, also viaidhe holdout sample, are illustrated in
Figure 3.7.

On the whole, the testing of hypothesis H5 has filled its function by illustrating,
based on the models | estimated, the improvement itlassification accuracy that can
be achieved by incorporating behavioral variables -which is actually in line with the

conclusions formulated in the literature we reviewd, as well.
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Figure 3.7.a: ROC curves for the training sample
Source: SPSS
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Figure 3.7.b: ROC curves for the holdout sample
Source: SPSS

H6: The classification accuracy of the models relyg solely on non-financial variables

is not worse than that of the models using financialata only.

Model BEHAV_015, only employing behavioral and rnfomancial indicators as
explanatory variables, was estimated for the puwpok testing this hypothesis. The
goodness-of-fit indices and the AUC values of bb#h training sample and the holdout
sample (see Tables 3.29.a-b) all support that cewafinancial ratios with variables
describing other dimensions of companies’ behayielded a better-performing model.
Based on the presented models, hypothesis H6 leasdoeepted, that is, the classification
accuracy of the models relying solely on behavigealables is not worse than that of the
models using financial data only. As an interestioge: the acceptance of hypothesis H6
also explains the practice of the claims manageroentpany providing my database —
namely, that they can successfully determine tledittines to be extended to customers
based primarily on behavioral variables and ontosdarily on financial data.
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Entire sample -2 Log likelihood Cox & Snell R Square | Nagelkerke R Square
MULTIVAR_NEW 015 | 470,034 0,119 0,204
PCA NEW 015 489,223 0,092 0,157
BEHAV_015 457,414 0,137 0,234

Table 3.29.a: Testing of hypothesis H6 — goodédi-indices
Source: SPSS, edited by the author

Asymptotic 95%
Confidence Interval
Std. Asymptotic | Lower Upper
Training sample AUC Error(a) Sig.(b) Bound Bound
MULTIVAR NEW 015 0,686 0,029 0,000 0,628 0,743
PCA NEW 015 0,660 0,030 0,000 0,601 0,719
BEHAV 015 0,703 0,029 0,000 0,646 0,760
Holdout sample
MULTIVAR_NEW 015 0,591 0,048 0,063 0,497 0,686
PCA NEW 015 0,663 0,046 0,001 0,574 0,753
BEHAV 015 0,693 0,047 0,000 0,602 0,785
Table 3.29.b:Testing of hypothesis H6 — AUC
Source: SPSS, edited by the author
ROC Curve
10 -
Source ofthe Curve
—{— PCA_HEWN 015
— | WMULTIAR _HEW D15
05 BEHAN 015
—— Rekrenca Line
IR
=
=
Foad
0.2
0.0 I I I I
oo 0.2 04 0f 08 10
1- Specificity

Diagonal s2gments are produced byties.

Figure 3.8.a: ROC curves for the training sample
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H7: The model’s classification ability improves ifwe use the principal components
derived from the financial ratios by principal component analysis as the inputs of the
logistic regression instead of using the individualfinancial ratios themselves as
explanatory variables.

The testing of hypothesis H7 requiring the exachesanodels as those compared in the
section about hypothesis H6 (i.e. MULTIVAR_NEW_0i& MULTIVAR_BEHAV_015
and PCA_NEW_015 vs. PCA_BEHAV_015), my conclusiovi$ be based on Tables
3.28.a-b and on Figure 3.7.

Whether comparing the models for new customersher Mariations using behavioral
variables, it was always the models relying onvidiial indicators that turned out to have
a better fit. In the total ranking of the four mtgjebehavioral models come first (in line
with hypothesis H5), followed by the models for newstomers.

Considering the training sample, the ranking of thedels by classification power is
similar. On the holdout sample, however, PCA-basedels consistently outperform their
individual-indicator-based counterparts. On the \haccording to the AUC values for the
holdout sample, it is model PCA_BEHAV_015 that sliss most accurately, followed by
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MULTIVAR_BEHAV_015. Thus not even the use of pripal components can make up
for the advantage of a model also incorporatingabial variables. These two models
ranked best on the training sample, as well, but¢werse order.

Based of the above, hypothesis H7 could not belglegjected. The results of the models
on the holdout sample do, as a matter of factndefy support the idea formulated in
hypothesis H7.

On the whole, the indicators measuring the fit #rel classification power of our models
did indeed assist us in testing the hypothesethegstook different values for the different
models. If, however, their absolute value is coragdo any of the empirical studies cited
in present thesis, we find that the performancengf models is below that of similar
models presented in literature. The reason ligserdefinition of the dependent variable.
First, the exploration of payment patterns did yietd a delay interval that would clearly
describe non-payment. Therefore my decision tmWolthe Basel Accord, and thus use
DEF90, was somewhat arbitrary. | re-estimated tbdets using the variable DEF120, but
the fit and the AUC of the models did not demornstreonsistent improvement on the
training and the holdout samples. Thus there wHhsetreason to replace variable DEF90
as the indicator describing non-payment.

Another possible explanation for the performancéhefmodels is as follows. A company
not paying to its supplier is far less severe asedit risk event than bankruptcy is. When
making its decision when or whether to pay its $eppthe company’s willingness to pay
is at least as important as its ability to do salso evinced by the good results of model
BEHAV_015.

Imre (2008), who developed models for the predictaf bank loan defaults (delays
beyond 90 days, in accordance with the defaultadefn of Basel 1), drew the same
conclusion at the end of his dissertation. Thusstnm@obably, the financial data of
bankrupt businesses can be better distinguished tinat of non-bankrupt businesses than
the data of payers can be from that of non-pay#nat is, bankruptcy prediction models
were also suitable for the prediction of paymenage beyond 90 days, but prediction
accuracy remained below the usual level of banksuptediction models. Adopting the
reasoning of Imre (2008), a delay beyond 90 daysooe's bank loan payment is a

"weaker” event than bankruptcy, yet it is an evesslsevere credit risk situation if it is
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,only” the supplier who has to wait more than 9@/sléor their money. Consequently, |
regard the goodness-of-fit indices and the AUC eslof my models as appropriate in spite

of the fact that literature frequently reports etter performing models.
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Summary
If the customer’s non-payment appears at the neigimembers of the supply chain, it will

develop into a chain-debt. Whether we concentratg t one non-payer, or to the chain
of non-payers we chose a widespread topic. At tietpvhere the paying willingness and
the paying ability are separated both the socistsgand the jurists can find a research
topic; regulatory questions, motivations of theremmical actors and the paying norms are
all waiting for examination. Systematic risk, thepic of trade credit, the corporate
liquidity, the corporate risk management or thetcmt theoretical models can be all
possible approaches within the frame of economics.

Because the small- and medium sized enterpriseE]Se effected the worst in the
gueuing of receivables, the financing of the SMEi@®g the examination of the access to
external financing can also help to understandaipect of queuing. Wider in the topic of
enterprise promotion the problem is unavoidables ia question of policy and support,
whether we have to do against this on a central.leév possible analysis framework for
chain debt are network theory models. If the sanoblpm is analyzed from the aspect of
debt holders, within the default of borrowers —tiggrating in the same supply chain — can
be correlated the bank’s credit portfolio, a cordagcan take place, and by this we have
reached a special problem of the bank’s credit risk

| have only appointed couple of topics from thislticolored palette. The main thread of
the theoretical chapters of the dissertation isnected to the credit rationing which is a
consequence of non-payment of the customer andeofi¢layed fulfillment of payables.
The third chapter contains the empirical analysisiso models the non-payment of the
customers.

Microfinance provides joint liability as a possildelution for credit rationing. The topic
was presented in the first chapter. In order toewstdnd the mechanism of joint liability,
firstly | presented the main outcomes of microficiag, especially the more important
topics of group lending. Although many sources wan@vided for me, it is important to
note that there are many uncovered fields, numenaaevered research directions within
the topic.

My description concentrates on group constructiehgng mainly on the works of Stiglitz
(1990), Ghatak and Guinnane (1999) and MorduchqLl9%xamine how market failures

211



can be eliminated by group lending. According wirthesults the clients with different risk
level previously know the attributes of other bevens, or they screen each other at lower
costs than the lender. Based on the informatiohegatl during the screening they form
groups. According to several authors they are argdninto homogenous groups, and
during the duration of the loan they are carrying monitoring. The monitoring helps to
decide whether to punish clients who do not paye Tineoretical part of the chapter
partially deals with the controversial points ofethesults and the major views. |
particularly write on social capital because theidgl target group of microfinance has
especially strong social ties which can serve kisi@ of collateral. Instead of the physical
collateral the borrowers are risking their socipbital and their reputation, if they are not
paying off their debts.

In the first chapter of the dissertation the pregi@mpirical results are also discussed. The
empirical researches - partially refuting the pemice of the theoretical results -
contributed to the debate between group and indafitbans. According to the most recent
studies, the two constructions are not competinth véach other, instead they are
techniques of microlending which can be applieddifferent client circles in parallel.

In any case, it can be seen, that the clients camulate some initial capital with group
loans, and by doing so they can gain access tinthedual loans further on, which are
customized and are providing greater amounts theugrtoup constructions.

The topics of sustainability and profitability alsppeared in the literature. An other
interesting question is whether micro-financingrs effective tool in the struggle against
poverty, or not, and whether a more effective wat be found next to similar expenses.
From the aspect of the second part of the dissamntad central element of the thesis is the
realization of joint liability in developed, Westecountries is, what is not confuted by the
previous empirical results. | also present themet®eoretical models — in accordance with
the results of the various loan programs — and lodecthat joint liability can be replaced
with dynamic incentives (conditional loan renewaequential lending). Dynamic
incentives have an other advantage too; namely #neycheaper for the borrowers than
joint liability. Because joint liability can put ¢cohigh expenses for the successful clients,
thus the opinion of the authors on this construeaicelement is not unified. It is debated

whether the credit rationing decreasing effectoatit]liability can counterbalance the high
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extra expenses connected to the construction, yaimelextra weights caused by the non-
paying partners.

In the second part of the thesis - while keepingega on the above mentioned open
guestion — | elaborated contract theoretical moftgldank financing of a supplier and his
customer where the contractors face moral hazaml asymmetric information. |
concluded, that if the non-paying customer is ligieéd by his/her partners in the first
period then the borrowing capacity of the supptlecreases in case of the non-paying
customer. However if the bank offers a liquidityafoto the non-paying customer, the
supplier’s will not be additionally credit rationeBut the bank opts for continuation (for
the further financing of the customer) more rarghan it would be optimal for the two
contractors. That is why | have examined whethedit rationing decreases if the
customer-supplier relationship, which is a hiddepehdence between the borrowers, is
made explicit, and it serves as special collateretie loan contract; or the extra weights of
joint liability dominates positive effects of joihiability.

The aspects of comparison of the models are cratiining, the owner’'s expected NPV,
what is measuring the utility of the two contrastothe profit-maximizing continuation
rule of the bank and also the social welfare.

Joint liability can really decrease credit ratiapipartially. The continuation with
individual liability is providing a higher borrowgncapacity to the two contractors than
joint liability. Joint liability only dominates theconstruction where the non-paying
customer is liquidated by the partners.

The utility of the two contractors is measured hg bwner’'s expected NPV. It is not
surprising, that the supplier prefers to have thast responsibility possible for the
continuation of the loan, while the risk of contation is taken by the bank and the
customer. To the contrary, the customer preferst jbability — since the weights of
continuation then are partially given to the sugplEven if we suppose the possibility of
compensation between the two contractors, therxagnming their expected owner’'s NPV
the construction of joint liability is only the sod most advantageous construction for the
two contractors together.

Social welfare is measured by the expected NPV. dlkecation of liability is only

redistributing the utility amongst the contractpayties, it does not affect social welfare.
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If the bank prefers joint liability, then despité the above, the bank can force the two
firms to a sub-optimal financing form. However bt tperfectly competitive market by
examining the profit-maximizing decision rule arite texpected net pledgeable income
maximalization, we also had to abort this possipilAlthough the liquidity loan and also
one portion of the loan provided for the suppliertihe zero period, will be guaranteed
doubled; the motivation of the two contractors dases. To compensate the change in the
motivation, the absolute value of the income pledgethe bank can not exceed the level
of the pledgeable, individual continuation income.

To sum up the results of modeling the spread jbadftility between the customer and
his/her supplier in a Bondian (2004) sense, issuitable to decrease credit rationing as
special collateral. As some the authors statetagroup loans that liability for the partners
leads to excessive expenses; we will reach a simaaclusion between the two neighbor
members of the supply chain. The conclusion isr@sting because the alternatives in the
two cases are not identical. At the individual l®ahere is no relationship between the
clients, who would have belonged to the same grouwpgroup construction. However in
the case of the customer and the supplier, thendiepee between the two contractors does
not disappear in an individual construction, beeati® supplier is still exposed to credit
risk on the trade credit provided. The extra wesgbit the customer’s credit risk will not
disappear, but they lead to additional credit ratig in any individual construction.

By examining the different variations of the modeleave found that the conclusions are
robust. Only the model variation of factoring shoams interesting result. Although
factoring does not decrease credit rationing, brgsults in a higher expected profit for the
bank than simple individual liability does. Thattiee reason why the bank determines a
less strict continuation rule whit factoring thamthe simple continuation model. Thus, it
can happen that the two contractors - in orderdwige a less strict continuation rule an ex
ante - have to decrease the size of the projectaadoose the construction with factoring.
The last, the third section of my thesis deals Wit empirical research. The analysis is
connected to one of the starting points of the s@s®ction: the non-paying customer. The
guestion examined in this third chapter is, duthéonature of available data, more general,
only focusing on the characterization of the pheaoom ‘late-payer customer’ instead of

the consequences of non-paying customers. The gfudalyique in its kind, as there is no
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data source publicly accessible to academics orhihages in the volume of outstanding
and late receivables except for quarterly macredlaeccounts receivable statistics. Even if
it was not the entire debt chain, | could at leasimine the trade credit portfolio of one
given company, thereby contributing to Hungariseréture in the topic.

As the first step of the actual analysis, | perfedha cluster analysis in order to find the
major payment patterns in the customer portfolize Tinal 12 clusters were determined by
K-mean clustering. The groups of the GOODS (arelate) and the BADS (who are late
over 180 days) and the CASH PAYERS are easy tatsolThe distinction between
DELAYERS and NON-PAYERS, comprising 7 clusters géither, is somewhat arbitrary.
They are distinguished based on the definitiones&dit used by the banks, that is, anyone
whose obligations are more than 90 days past deensidered to be in default (a non-
payer). In both of the groups we can find clustexduding small, medium and larger
firms, where in some cases even the behaviorabbias can differ. The relationships
between the clusters and the non-clustering vasablso support that we managed to
generate homogenous clusters.

Second, | explored the relationship between latgmeats and other customer-specific
pieces of information, employing methodologies appiate for the level of measurement
of each variable. According to the contingency @althe gender does not influence the
paying habits, but the excess of the credit limidl ahe track record of the firm shows a
significant relationship with the patterns of payinrhe result is in concord with the
message of the literature on bankruptcy modelslitcrisk scoring and credit risk; namely,
the not financial, perhaps qualitative informatime significantly important inputs of the
lending decision generally. In addition, the snratlee firm the more important the non
financial information.

As a third step of the empirical | applied the noekblogy of bankruptcy models to model
the non-payment of customers. | have estimatedotfiemodels with different inputs for
the prediction of customer's payment delays bey8Oddays. The comparison of the
models classification accuracy shows non-financidrmation enhanced the accuracy of
the model in every case, which | have measured MiIC, an indicator used in current

literature.
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Factor analysis was reported to have been used ibothternational and Hungarian
literature improvette model’s classification ability. @mparing the models estimated in
the previous chapters, it was always the modejsngelon individual indicators that turned
out to have a better classification power on tlaning sample. On the holdout sample,
however, PCA-based models consistently outperfohmir tindividual-indicator-based
counterparts.

The goodness-of—fit indices and the AUC values athbthe training sample and the
holdout sample all support that replacing financalos with variables describing other
dimensions of companies’ behavior yielded a bgitgforming model. The result also
explains the practice of the claims management emyproviding my database — namely,
that they can successfully determine the credéslito be extended to customers based
primarily on behavioral variables and only secoitdan financial data.

The success of the BEHAV_015 model suggests tleatdbeivables managing company
could improve its decision making mechanism byemihg more behavioral information.
The literature recommends for instance the agaetustomer relationship, the age of the
buying company, the number of the employees, theawn of the leaders of the firm, the
leader’s experience measured in years in the indusie variability of the balance of the
received trade credit, the industry and its indakbrankruptcy rate. There is also a further
research question related, namely to examine thesification power of other non-
financial indicators.

The goodness of fit and the classification powethefmodels are slightly weaker than the
similar values of the bankruptcy and scoring mad&lpossible reason is that suppliers are
generally paid late. A delay on supplier payablessdnot mean such a severe event of
credit risk with serious consequences like bankymr a delay towards a bank. Imre
(2008), who developed models for the predictiomark loan defaults (delays beyond 90
days, in accordance with the default-definitionBafsel 11), drew the same conclusion at
the end of his dissertation. Thus, most probalblg,financial data of bankrupt businesses
can be better distinguished from that of non-bapkhusinesses than the data of payers
can be from that of non-payers. Adopting the reampaf Imre (2008), a delay beyond 90
days on one’s bank loan payment is a "weaker” etreant bankruptcy, yet it is an even less

severe credit risk situation if it is ,only” the gplier who has to wait more than 90 days for
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their money. Consequently, | regard the goodnedg-widices and the AUC values of my
models as appropriate in spite of the fact thadrdiure frequently reports of better
performing models.

All of this however brings up another research tjaascould the models be improved if |
reformulated the definition of customer non-payme&hich was the dependent variable in
the logit models? This non-payment definition woudd probably customized to the
industry which the customer belongs to. It has@oah early signal about illiquidity and
insolvency to assure that the supplier has stilugh time to make suitable steps for the
collection of the receivables. On the other hamddélay classified as non-payment should
be sufficiently long to differ from the common, aage delays of 50-60 days in the
examined portfolio, so it can be modeled as a ddgo@nvariable and can be predicted in
advance.

There would be additional research possibilitiestfi@ future if chronological data would
be available for the aged balance of open recesgalftirst the circle of the behavioral
variables could be broadened by a detailed knoveenfghistorical paying and purchasing
habits. Second, the stability of the paying paterould be tested. There is an interesting
guestion, whether a customer from the current dablassified as a delayer (between 31-
60 days) was in the same due date interval in aleegoint of time, or he/she had
belonged to the group of 16-30 days delayers eatfllas last finding would mean that the
client is permanently falling behind towards thader delays. It is also possible, that until
a particular due date interval the classificatisnsiabile, afterwards the customer stops
his/her payments and his/her classification is gdm be worse by the time. If the latter
supposition is true, then the observation of thieghold in the due date structure can help
to construct a non-payment definition. If the histal value of open balances is available,
then there is an opportunity to control and th¢ ties results and the prediction power of

the logistic models which are classifying the pagyamd the non-paying customers.
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4 APPENDIX *?

2 Source: SPSS outputs
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1.

Contingency Tables of Cluster Analysis

Table: Contingency table for cluster membership lagdl form of the company (Kft — limited liabilitgompany, Bt — unlimited
partnership, Rt — privately/publicly held share gamies, Kkt — a kind of partnership, Kht — nongreabmpany, EV - self-employed

entrepreneur)
Crosstab
Cluster Number of Case Total
1 2 3 4 5 6 7 8 9 10 11 12
BCAOMPFOR Kit Count 191 45 18 195 94 23 18 16 20 145 23 48 836
S~
é’OWJE'QORM 228% | 54% | 22% | 233% 112% | 2.8%| 22% | 19% | 2,4% 17,3% 2,8% 57% | 100,0%
% within
ﬁt’;‘lférof 57.4% | 48,4%| 58,1% | 73,9%| 72,9% | 59,0%| 69,2% | 64,0%| 62,5% @ 70,0% | 62,2% | 658% | 64,9%
Case
Bt Count 48 13 4 22 11 6 4 4 6 17 3 10 148
A
é’OWJE'QORM 324% | 88% | 2,7% | 14.9% 7.4% | 41%| 27% | 2,7% | 4,1% 11,5% 2,0% 6,8% | 100,0%
% within
ﬁt‘;‘ggr of 14,4% | 14,0% 12,9% | 83% 85% | 154% 154% | 16,0%| 188% | 82% 8,1% 137% | 11,5%
Case
Rt Count 10 2 1 16 5 0 2 2 1 15 2 5 61
I
é’oWJE'QORM 16,4% | 3,3% | 1,6% | 262%  82% 0% 33% | 33% | 16% | 246% | 33% 82% | 100,0%
% within
ﬁ{j’;‘ggrof 30% | 22%| 32% | 61%| 3.9% 0% 77% | 80% | 3,1% 7.2% 5,4% 6,8% 4,7%
Case
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Total

Foreign

Kkt

Kht

EV

Count

% within
COMPFORM
% within
Cluster
Number of
Case

Count

% within
COMPFORM
% within
Cluster
Number of
Case

Count

% within
COMPFORM
% within
Cluster
Number of
Case

Count

% within
COMPFORM
% within
Cluster
Number of
Case

Count

% within
COMPFORM
% within
Cluster
Number of
Case

15,4%

,6%

,0%

,0%

,0%

,0%

82
36,6%

24,6%

333
25,8%

100,0%

7,7%

1,1%

25,0%

1,1%

,0%

,0%

31
13,8%

33,3%

93
7,2%

100,0%

,0%

,0%

,0%

,0%

,0%

,0%

3,6%

25,8%

31
2,4%

100,0%

,0%

,0%

50,0%

,8%

33,3%

4%

28
12,5%

10,6%

264
20,5%

100,0%

53,8%

5,4%

25,0%

,8%

,0%

,0%

11
4,9%

8,5%

129
10,0%

100,0%

,0%

,0%

,0%

,0%

,0%

,0%

10
4,5%

25,6%

39
3,0%

100,0%

,0%

,0%

,0%

,0%

,0%

,0%

,9%

7,7%

26
2,0%

100,0%

,0%

,0%

,0%

,0%

,0%

,0%

1,3%

12,0%

25
1,9%

100,0%

7,7%

3,1%

,0%

,0%

,0%

,0%

1,8%

12,5%

32
2,5%

100,0%

,0%

,0%

,0%

,0%

33,3%

5%

29
12,9%

14,0%

207
16,1%

100,0%

,0%

,0%

,0%

,0%

33,3%

2,7%

3,6%

21,6%

37
2,9%

100,0%

15,4%

2,7%

,0%

,0%

,0%

,0%

3,6%

11,0%

73
57%

100,0%

13
100,0%

1,0%

4
100,0%

3%

3
100,0%

2%

224
100,0%

17,4%

1289
100,0%

100,0%
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2.

Table: Contingency table for cluster membership r@péyment

Crosstab
Cluster Number of Case Total
1 2 3 4 5 6 7 8 9 10 11 12

REPAY ,00  Count 132 88 29 101 60 34 22 24 30 115 36 72 743
9% within REPAY | 17,8% 11.8% | 39% | 13,6% 81% 46% | 3,0% | 32%| 40% | 155% 4.8% | 97% /| 100,0%
S
Yowithin Cluster |20 o0l 94600 | 03506 | 52.9%| 659% @ 8720 | 84.6% 96.0% 93.8% | 584% 97.3% | 98.6% 73.6%
Number of Case

1,00 Count 32 5 2 67 19 5 3 1 1 60 1 1 197
9% within REPAY | 16,2%| 2,5% 1,0% | 34,0%  9,6% 25% | 15% | 5% 5% | 30,5% 5% 5% | 100,0%
S
Yo within Cluster | g 501 5 404 6,5% | 351%| 20,9% | 12,8% | 11,5%| 4,0% | 3.1% | 30,5%| 2,7% | 14% | 195%
Number of Case
2,00 Count 11 0 0 23 12 0 1 0 1 22 0 0 70

9% within REPAY | 15,7%| 0% 0% | 32,9% 17,1% 0% 14% | 0% 14% | 31,4% 0% 0% | 100,0%
S
%6 within Cluster f ¢ 50, 0% 0% | 12,0% 13,2% 0% 3.8% | 0% 31% | 11.2%| 0% 0% 6,9%
Number of Case

Total Count 175 93 31 191 91 39 26 25 32 197 37 73 1010
9% within REPAY | 17,3%| 9,2% 31% | 18,9%| 9,0% 39% | 2,6%| 25%| 32% | 195% 37% | 7.2%  100,0%
S
Yo within Cluster {00 600 100006| 100,0% | 1000% 100,0%  100,0% | 100,0% 100,0% 100.0% | 1000% 100,0%| 100,0% 100,0%
Number of Case
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3.

Table: Contingency table for cluster membership purd¢hasing

Crosstab
Cluster Number of Case Total
1 2 3 4 5 6 7 8 9 10 11 12
purch DUMMY ,00  Count 123 93 31 122 44 39 20 24 30 116 33 70 745
oo
% within 16,5%| 12,5% 4,2% | 16,4%| 59% | 52% | 2,7% | 32%  4,0% | 156% 44%| 94% | 100,0%
purch_DUMMY
o L
Yo within Cluster | 2 3001 100 004 100,04 63.9%| 48.4% 100,0% 76.9% 96,0% 93,8% 58.9%  89,.2% 959% 73.8%
Number of Case
1,00 Count 52 0 0 69 47 0 6 1 2 81 4 3 265
oo
% within 19,6%| ,0% | 0% | 26,0%| 17,7%| ,0% | 23% | ,4% | 8% | 30,6% 15%| 1,1% | 100,0%
purch_DUMMY
o .
Yowithin Cluster | og 2001 005 | 006 | 36,1%| 51.6% 0% | 23.1% 4.0%| 63% | 411% 10,.8% 41% | 26.2%
Number of Case
Total Count 175 93 31 191 91 39 26 25 32 197 37 73 1010
oo
SJ;’:’)‘:"BUMMY 17,3%| 9,2% | 3,1% | 18,9% 9,0% | 3.9% | 2.6% | 25%  3.2% | 19,5%| 3.7% | 7.2% | 100,0%
oo
o within Cluster | 4 55 504 100 00¢ 100,04 100,04 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,04 100,0% 100,0%
Number of Case
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Table: Contingency table for cluster membership eedit line

Crosstab
Cluster Number of Case Total
1 2 3 4 5 6 7 8 9 10 11 12
HITELKERET
_DUMMY ,00 Count 234 93 14 80 52 14 5 11 19 13 14 39 588
% within 39,8 15,8 2,4 13,6 8,8 2,4 9% 1,9 3,2 2,2 2,4 6,6 100,0
CRLINE_DUMMY % % % % % % 1970 % % % % % %
% within Cluster 70,3 100 45,2 30,3 40,3 35,9 19,2 440 59/4 6,3 37,8 534 45 69
Number of Case % 0% % % % % % % % % % % !
1,0C Count 99 0 17 184 77 25 21 14 13 194 23 34 701
% within 14,1 0% 2,4 26,2 11,0 3,6 3,0 2,0 1,9 27,1 3,3 4.9 100,0
CRLINE_DUMMY % 70 % % % % % % % % % % %
% within Cluster 29,7 0% 54,8 69,7 59,7 64,1 80,8 56,( 40,6 93,7 62,2 46,6 54 49
Number of Case % ! % % % % % % % % % % !
Total Count 333 93 31 264 129 39 26 25 32 207 37 73 1289
% within 25,8 7,2 2,4 20,8 10,0 3,0 2,0 1,9 25 16,1 29 57 100,0
CRLINE_DUMMY % % % % % % % % % % % % %
% within Cluster 100 100 100 100 100 100 100 100 100 100 100 100 100,0
Number of Case 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% %
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5. Table: Contingency table for cluster membership exakeding of credit line

Crosstab
Cluster Number of Case Total
1 2 3 4 5 6 7 8 9 10 11 12
Eég,\(/:l';ﬂ'}'NE .00 Count 249 0 16 174 71 23 19 12 11 176 17 27 795
B % within
EXCCRLINE 31,3% 0% 2,0% | 21,9% 89% | 29%| 24%  15% | 14% | 22,1% 2,1%  3.4% | 100,0%
_DUMMY
oo
Yowithin Cluster | 2/ a0l 604 | 51.60% 650% 550% 59,0% 73.1% 480% 34.4% 850% 459% 37.0% 61,7%
Number of Case
1,00 Count 84 93 15 90 58 16 7 13 21 31 20 46 494
% within
EXCCRLINE 17,0%| 18,8% | 3,0% | 18,2% 11,7% 32% | 1,4% | 2,6%  43% 63%| 4,0%  93% | 100,0%
_DUMMY
oo
.fuvﬂﬁhéfcﬁ'gi 252%| 100,0%| 48,4% 34,1%| 450% 41,0% 26,9% 52,0% 656%| 150%| 54,1% 63,0% 38,3%
Total Count 333 93 31 264 | 129 39 26 25 32 207 37 73 1289
% within
EXCCRLINE 258%| 7.2% | 24%  205% 10,0%| 3,0%  2,0% | 19% | 25% | 16,1% 2,9%  57% | 100,0%
_DUMMY
oo
Yo within Cluster | 154 504 100,006 | 100,04 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0%
Number of Case
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6. Table: Contingency table for cluster membershiptaack record of the owner and the manager

Crosstab
Cluster Number of Case Total
1 2 3 4 5 6 7 8 9 10 11 12
O(;’:’J%%Ma' ,00 Count 285 63 25 235 | 109 28 21 21 27 181 26 43 1064
- % within
Own_& Man_ | 26,8%| 59% | 23%| 221% 102% 26% | 20% | 2,0% | 25% 17,0% 24% | 40%| 100,0%
dummy
P
r(fum:;h;?ggi 85,6%| 67,7%| 80,6% 89,0% 84,5% 71,8% 80,8% | 84,0%| 84,4%| 87,4%| 70,3% 589%  82,5%
1,00 Count 48 30 6 29 20 11 5 4 5 26 11 30 225
% within
own_& Man_ | 213%| 133% 27% | 12,9% 89% 49%| 22% | 1,8% | 22% 11,6% 4,9% | 13,3%  100,0%
dummy
P
,(fumf)h;?g'gifé 14,4%| 32,3% 19,4% 11,0%| 15,5% 28,2%| 19,2% | 16,0%| 15,6% 12,6%| 29,7% 41,1%|  17,5%
Total Count 333 93 31 264 | 129 39 26 25 32 207 37 73 1289
% within
own_& Man_ | 258%| 7.2% | 24%| 205% 10,0% 3,0% | 20% | 19% | 25% 16,1% 29% | 57%| 100,0%
dummy
P
Kfuvﬁléhé?ﬁ'gfé 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% | 100,0% 100,0% 100,0% 100,0% 100,0%  100,0%
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7. Table: Contingency table for cluster membership @mipany history

Crosstab
Cluster Number of Case Total
1 2 3 4 5 6 7 8 9 10 11 12
gﬂm?;s‘— 00  Count 240 38 20 230 | 103 29 16 18 19 177 25 39 954
% within
comphist_ | 252%| 4,0% | 21% | 24,1% 10,8% 3,0%  17% | 1,9% | 2,0%  18,6%| 2,6% | 4,1% | 100,0%
dummy
% within
ﬁ{f;‘gerrof 72,1%)| 40,9%| 64,5%| 87,1%| 79,8% 74,4% 615%  72,0% 59,4%| 85,5%| 67,6%| 53.4% 74,0%
Case
1,00 Count 93 55 11 34 26 10 10 7 13 30 12 34 335
% within
comphist_ | 27,8%| 16,4% 33% | 10,1% 7,8% | 3,0%  3,0% | 21% | 3,9% 90% | 3,6%  10,1% 100,0%
dummy
% within
ﬁt‘;‘serrof 27,.9%| 59,1%| 355%| 12,9%| 20,2% 25,6% 38,5%  28,0% 40,6%| 14,5%| 32,4%| 46,6%  26,0%
Case
Total Count 333 93 31 264 | 129 39 26 25 32 207 37 73 1289
% within
comphist_ | 25,8% 7,2% | 24% | 20,55% 10,0% 3,0% | 2,0% | 1,9%  25%  16,1% 29%  57%  100,0%
dummy
% within
Cluster 100,0% 100,0% 100,0% 100,0% 100,09 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0%
Number of
Case
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8.

Table: Contingency table for cluster membership @mpany and personal track record

Crosstab
Cluster Number of Case Total
1 2 3 4 5 6 7 8 9 10 11 12
COMP_PERS ,00 Count 212 30 18 206 86 20 13 14 17 159 19 26 820
N
é’o""l\;}gi‘PERS 259%| 3,7% | 2,2% | 251%| 10,5%| 24% | 16% | 1,7% | 21% | 19,4% 23% | 3.2% | 100,0%
o
Yo within Cluster oo 2001 35 304 58105 78.0% 66.7% 51,3%| 50,0%| 56,0%| 53.1% 76,8%  514%  356% 63,6%
Number of Case
1,00 Count 101 41 9 53 40 17 11 11 12 40 13 30 378
A
é)OWI\I/ItETPERS 26,7%| 10,8%| 2,4% | 14,0%| 10,6%| 4,5% | 2.9% | 2.9% | 32% | 10,6% 3.4% | 7.9% | 100,0%
o
Yowithin Clusterl 55 3001 44 105 20,006 20,1% 31,0% 43,6%  42.3%  44.0% 37.5% 19,3%| 351%  41,1%| 29,3%
Number of Case
2,00 Count 20 22 4 5 3 2 2 0 3 8 5 17 91
I
C/:OOWI\I/ItETPERS 22,0%| 24,2%| 44% | 55% | 33%| 22% | 22%| 0% | 33%| 88% 55%| 187% 100,0%
o
Yowithin Clustel ¢ o, | 53 704 12905 1.9% | 23% | 51% | 7.7% | 0% | 94%  3.9% | 135% 23.3% 7.1%
Number of Cass
Total Count 333 93 31 264 | 129 39 26 25 32 207 37 73 1289
o
é’o""l\;}gi‘PERS 25.8%| 7,2% | 24%  205% 10,0%| 3,0% | 20% | 1,9% | 25% | 16,1% 29% | 57% | 100,0%
.
7o within Cluster] 5 506 100,006 100,0% 100,094 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0%
Number of Case
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The contingency tables of Subsample I.

9. Table: Contingency table for gender and variabléDBA
Crosstab
BAD
00 1,00 2,00 Total
Count 139 28 27 194
o
1,00 é’E"ngE‘R 71,6% 14,4% 13,9% 100,0%
SERD!
%o within 86,9% 87,5% 87,1% 87,0%
GENDER
Count 21 4 4 29
ol
500 i | 724% | 138% | 138% | 1000%
GENDE
é’A"E")'th'” 13,1% 12,5% 12,9% 13,0%
Count 160 32 31 223
% within
Total GENDER | 717% 14,3% 13,9% 100,0%
SEND
Yo within 100,0% | 100,0% | 100,0% | 100,0%

10. Table: Contingency table for gender and DEF90

Crosstab
DEF90
,00 1,00 Total
Count 139 55 194
oo
1,00 pain | 76w | 284% | 1000%
SEND:
Yo within 869% | 873% | 87,0%
GENDER
Count 21 8 29
A
2,00 pwin | 724% | 276% | 1000%
GENDE
Yo i 13,1% 12,7% 13,0%
Count 160 63 223
% within . . .
Total Cenber | 717w | 283% | 100,0%
SEND:
Yo Wi 100,0% | 100,0% |  100,0%
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11. Table: Contingency table for GENDER and DEF120

Crosstab
DEF120
00 1,00 Total
Count 142 52 194
o
1,00 CENDER 78.2% 208% | 1000%
oetY!
GENDER
Count 21 8 29
o
2,00 GENDER 72A4% Zre% | 000%
o=t
Count 163 60 223
% within . 0 0
Total GENDER 73.1% 20.9% 1000%
o=tY

12.  Table: Contingency table for company history andalde BAD

Crosstab
BAD
,00 1,00 2,00 Total
Count 121 25 14 160
% within
,00 comphist_ 75,6% 15,6% 8,8% 100,0%
dummy
comphist_ % within BAD 75,2% 78,1% 45,2% 71,4%
dummy Count 40 7 17 64
% within
1,00 comphist_ 62,5% 10,9% 26,6% 100,0%
dummy
% within BAD 24,8% 21,9% 54,8% 28,6%
Count 161 32 31 224
% within
Total comphist_ 71,9% 14,3% 13,8% 100,0%
dummy
% within BAD 100,0% 100,0% 100,0% 100,0%
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13. Table: Contingency table for company history and-B&

Crosstab
DEF90
,00 1,00 Total
Count 121 39 160
% within
.00 comphist_ 75,6% 24,4% 100,0%
dummy
% within
comphist__ DEE90 75,2% 61,9% 71,4%
dummy Count 40 24 64
% within
1.00 comphist_ 62,5% 37,5% 100,0%
' dummy
o it
E/)"E";'g(‘)'” 24,8% 38,1% 28,6%
Count 161 63 224
% within
Total comphist_ 71,9% 28,1% 100,0%
dummy
% within
DEE90 100,0% 100,0% 100,0%

14. Table: Contingency table for company history and=D#D

Crosstab
DEF120
,00 1,00 Total
Count 123 37 160
% within
00 comphist_ 76,9% 23,1% 100,0%
dummy
% within
comphist_ DEF120 75,0% 61.7% 71,4%
dummy Count 41 23 64
% within
1.00 comphist_ 64,1% 35,9% 100,0%
’ dummy
% within
DEE120 25,0% 38,3% 28,6%
Count 164 60 224
% within
Total comphist_ 73,2% 26,8% 100,0%
dummy
% within
DEE120 100,0% 100,0% 100,0%
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15.  Table: Contingency table for exceeding of credi¢land variable BAD

Crosstab
BAD
,00 1,00 2,00 Total
Count 107 13 0 120
% within
,00 EXCCRLINE_ 89,2% 10,8% ,0% 100,0%
DUMMY
EXCCRLINE_ % within BAD 66,5% 40,6% ,0% 53,6%
DUMMY Count 54 19 31 104
% within
1,00 EXCCRLINE_ 51,9% 18,3% 29,8% 100,0%
DUMMY
% within BAD 33,5% 59,4% 100,0% 46,4%
Count 161 32 31 224
% within
Total EXCCRLINE_ 71,9% 14,3% 13,8% 100,0%
DUMMY
% within BAD 100,0% 100,0% 100,0% 100,0%

16.  Table: Contingency table for exceeding of credi¢land variable DEF90

Crosstab
DEF90
,00 1,00 Total
Count 107 13 120
% within
,00 EXCCRLINE_ 89,2% 10,8% 100,0%
DUMMY
EXCCRLINE_ % within DEF90 66,5% 20,6% 53,6%
DUMMY Count 54 50 104
% within
1,00 EXCCRLINE_ 51,9% 48,1% 100,0%
DUMMY
% within DEF90 33,5% 79,4% 46,4%
Count 161 63 224
% within
Total EXCCRLINE_ 71,9% 28,1% 100,0%
DUMMY
% within DEF90 100,0% 100,0% 100,0%
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17.  Table: Contingency table for exceeding of crediéland variable DEF120

Crosstab

DEF120

,00

1,00

Total

EXCCR

Total

LINE_

DUMMY

1,00

Count

% within
EXCCRLINE_
DUMMY

% within DEF120

Count

% within
EXCCRLINE_
DUMMY

% within DEF120

Count

% within
EXCCRLINE_
DUMMY

% within DEF120

108
90,0%

65,9%
56

53,8%

34,1%
164

73,2%

100,0%

10,0%

20,0%

46,2%

80,0%

26,8%

100,0%

12

48

60

100,0%

53,6%

100,0%

46,4%

100,0%

100,0%

18.

Table: Contingency table for repayment and vari@#®

Crosstab

BAD

,00

1,00

2,00

Total

REPAY

Total

,00

1,00

2,00

Count

% within REPAY
% within BAD
Count

% within REPAY
% within BAD
Count

% within REPAY
% within BAD
Count

% within REPAY

% within BAD

79
57,2%
72,5%

25
86,2%
22,9%

5
100,0%
4,6%

109
63,4%
100,0%

30
21,7%
93,8%

2
6,9%
6,3%

0

,0%

,0%

32
18,6%
100,0%

29
21,0%
93,5%

2
6,9%
6,5%

0

,0%

,0%

31
18,0%
100,0%

138
100,0%
80,2%
29
100,0%
16,9%
5
100,0%
2,9%
172
100,0%
100,0%
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19.

Table: Contingency table for repayment and vari&i#&90
Crosstab
DEF90
,00 1,00 Total
Count 79 59 138
,00 % within REPAY 57,2% 42,8% 100,0%
% within DEF90 72,5% 93,7% 80,2%
Count 25 4 29
REPAY 1,00 % within REPAY 86,2% 13,8% 100,0%
% within DEF90 22,9% 6,3% 16,9%
Count 5 0 5
2,00 % within REPAY 100,0% 0% 100,0%
% within DEF90 4,6% ,0% 2,9%
Count 109 63 172
Total % within REPAY 63,4% 36,6% 100,0%
% within DEF90 100,0% 100,0% 100,0%
20. Table: Contingency table for repayment and vari&dé120
Crosstab
DEF120
,00 1,00 Total
Count 82 56 138
,00 % within REPAY 59,4% 40,6% 100,0%
% within DEF120 73,2% 93,3% 80,2%
Count 25 4 29
REPAY 1,00 % within REPAY 86,2% 13,8% 100,0%
% within DEF120 22,3% 6,7% 16,9%
Count 5 0 5
2,00 % within REPAY 100,0% 0% 100,0%
% within DEF120 4,5% ,0% 2,9%
Count 112 60 172
Total % within REPAY 65,1% 34,9% 100,0%
% within DEF120 100,0% 100,0% 100,0%
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Table: Goodness-of-fit indices for model MULTIVAREBIAV_015

3. Outputs of LOGIT models on Subsample li
21.
Model Summary
-2 Log Cox & Snell R Nagelkerke R
Step likelihood Square Square

1 502,619(a) ,072 ,123

2 472,797(a) 115 197

3 462,050(a) ,130 ,223

4 451,661(b) ,145 247

5 444,086(b) ,155 ,265

6 439,171(b) ,162 ,276

7 433,144(b) 170 290

8 429,552(b) ,175 ,298

a Estimation terminated at iteration number 5 beegarameter estimates changed by less than ,001.
b Estimation terminated at iteration number 6 beegarameter estimates changed by less than ,001.

22.

Table: The AUC values of model MULTIVAR_BEHAV_ 0115 different cutoff

values on the training sample

Area Under the Curve

Asymptotic Asymptotic 95% Confidence
Test Result Variable(s) Area | Std. Error(a Sig.(b) Interval
Lower Bound Upper Bound
MULTIVAR_BEHAV_01 , 703 ,027 ,000 ,651 , 755
MULTIVAR_BEHAV_015 ,751 ,027 ,000 ,698 ,803
MULTIVAR_BEHAV_02 737 ,029 ,000 ,680 , 794
MULTIVAR_BEHAV_03 ,692 ,033 ,000 ,628 ,756
MULTIVAR_BEHAV_04 ,632 ,034 ,000 ,565 ,699
MULTIVAR_BEHAV_05 ,618 ,034 ,000 ,551 ,685
MULTIVAR_BEHAV_06 ,586 ,034 ,006 ,520 ,653
MULTIVAR_BEHAV_07 ,557 ,033 ,070 ,492 ,623
MULTIVAR_BEHAV_08 547 ,033 ,135 ,482 ,612
MULTIVAR_BEHAV_09 ,518 ,032 ,566 ,455 ,581

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5
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23. Table: The AUC values of model MULTIVAR_BEHAV 015 different cutoff
values on the holdout sample

Area Under the Curve

Asymptotic Asymptotic 95% Confidence
Test Result Variable(s) Area | Std. Error(a Sig.(b) Interval
Lower Bound | Upper Bound
MULTIVAR_BEHAV_01 ,680 ,043 ,000 ,597 ,764
MULTIVAR_BEHAV_015 ,683 ,046 ,000 ,593 774
MULTIVAR_BEHAV_02 ,688 ,047 ,000 ,595 ,780
MULTIVAR_BEHAV_03 ,621 ,051 ,014 521 721
MULTIVAR_BEHAV_04 ,609 ,052 ,027 ,507 711
MULTIVAR_BEHAV_05 579 ,052 , 109 ATT ,681
MULTIVAR_BEHAV_06 ,559 ,052 ,229 ,458 ,660
MULTIVAR_BEHAV_07 ,636 ,051 ,460 ,437 ,636
MULTIVAR_BEHAV_08 ,531 ,051 527 432 ,630
MULTIVAR_BEHAV_09 ,623 ,050 ,644 424 ,621

a Under the nonparametric assumption
b Null hypothesis: true area = 0.5

24.  Table: Goodness-of-fit indices for model BEHAV_015

Model Summary

-2 Log Cox & Snelll Nagelkerke R
Step likelihood R Square Square
1 502,803(g ,072 ,123
2 486,494(q ,096 ,164
3 473,590(g 114 ,196
4 468,116(q ,122 ,209
5 460,938(g ,132 ,226
6 457,414(q ,137 ,234

a Estimation terminated at iteration number 5 beegarameter estimates changed by less than ,001.
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25. Table: The AUC values of model BEHAV 015 at differecutoff values on the
training sample

Area Under the Curve

Asymptotic 95% Confidence
. Interval
Asymptotic

Test Result Variable(s) Area Std. Error(a Sig.(b) Lower Bound Upper Bound
BEHAV_01 ,669 ,028 ,000 ,614 724
BEHAV_015 ,703 ,029 ,000 ,647 ,760
BEHAV_02 ,695 ,029 ,000 ,638 ,753
BEHAV_03 ,665 ,033 ,000 ,599 , 730
BEHAV_04 ,614 ,034 ,000 ,547 ,681
BEHAV_05 ,592 ,034 ,003 ,525 ,659
BEHAV_06 ,559 ,033 ,061 493 ,625
BEHAV_07 ,544 ,033 ,162 479 ,609
BEHAV 08 514 ,032 ,656 451 577
BEHAV_ 09 ,505 ,032 874 443 567

The test result variable(s): BEHAV_01, BEHAV_O1EIBAV_02, BEHAV_03, BEHAV_04, BEHAV_05, BEHAV_06,
BEHAV_07, BEHAV_08, BEHAV_09 has at least one ti&theen the positive actual state group and thetivegactual
state group. Statistics may be biased.

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5

26. Table: The AUC values of model BEHAV 015 at differecutoff values on the
holdout sample

Area Under the Curve

Asymptotic 95% Confidence
Interval
Asymptotic

Test Result Variable(s) Area Std. Error(a Sig.(b) Lower Bound Upper Bound
BEHAV_01 ,688 ,044 ,000 ,603 774
BEHAV_015 ,693 ,047 ,000 ,602 ,785
BEHAV_02 ,682 ,047 ,000 ,589 774
BEHAV_03 ,647 ,051 ,003 ,547 ,748
BEHAV_04 ,607 ,052 ,030 ,504 ,709
BEHAV_05 ,604 ,052 ,033 ,502 ,707
BEHAV_06 ,562 ,052 ,206 461 ,663
BEHAV_07 531 ,051 527 432 ,630
BEHAV_08 ,520 ,050 ,689 421 ,618
BEHAV_09 ,511 ,050 ,817 414 ,609

The test result variable(s): BEHAV_01, BEHAV_01EIBAV_02, BEHAV_03, BEHAV_04, BEHAV_05, BEHAV_06,
BEHAV_07, BEHAV_08, BEHAV_09 has at least one titheen the positive actual state group and thetivegactual
state group. Statistics may be biased.

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5
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27. Table: Goodness-of-fit indices for model PCA_NEW501

Model Summary

-2 Log Cox & Snell R Nagelkerke R
Step likelihood Square Square
1 519,311(a) ,047 ,080
2 509,621(a) ,062 ,105
3 501,529(a) ,074 ,126
4 496,432(a) ,081 ,139
5 491,576(a) ,088 151
6 487,537(a) ,094 ,161
7 489,223(a) ,092 ,157

a Estimation terminated at iteration number 5 beegarameter estimates changed by less than ,001.

28. Table: The AUC values of model PCA_NEW _015 at dédfe cutoff values on the
training sample

Area Under the Curve

Asymptotic 95% Confidence
‘ Interval
Asymptotic

Test Result Variable(s) Area Std. Error(a Sig.(b) Lower Bound | Upper Bound
Pca_new_01 ,620 ,028 ,000 ,565 ,674
Pca_new_02 ,640 ,033 ,000 ,576 , 704
Pca_new_03 ,565 ,033 ,039 ,500 ,631
Pca_new 04 570 ,034 ,025 ,505 ,636
Pca_new_05 ,562 ,033 ,048 497 ,628
Pca_new_06 ,545 ,033 ,151 ,480 ,610
Pca_new_07 ,533 ,033 ,294 469 ,597
Pca_new_08 ,523 ,032 464 ,460 ,587
Pca_new_ 09 ,519 ,032 ,546 ,456 ,582
Pca_new_015 ,660 ,030 ,000 ,601 ,719

The test result variable(s): Pca_new_01, Pca_neWP&®? new_03, Pca_new_04, Pca_new_05, Pca_new_06,
Pca_new_07, Pca_new_08, Pca_new_09, Pca_new_0ablbast one tie between the positive actual statep and the
negative actual state group. Statistics may bestlias

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5
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29. Table: The AUC values of model PCA NEW 015 at ddfe cutoff values on the
holdout sample

Area Under the Curve

Asymptotic 95% Confidence
. Interval
Asymptotic

Test Result Variable(s) Area Std. Error(a Sig.(b) Lower Bound Upper Bound
Pca new 01 ,596 ,045 ,052 ,508 ,684
Pca_new_02 ,614 ,050 ,020 ,517 ;712
Pca_new_03 ,563 ,051 ,202 462 ,663
Pca_new 04 ,553 ,051 ,281 ,452 ,653
Pca_new_05 ,530 ,051 ,539 431 ,629
Pca_new_06 ,533 ,051 ,498 434 ,633
Pca_new_07 ,517 ,050 ,735 419 ,615
Pca_new_08 ,520 ,050 ,689 421 ,618
Pca_new 09 511 ,050 ,817 414 ,609
Pca_new_ 015 ,663 ,046 ,001 574 , 753

The test result variable(s): Pca_new_01, Pca_neWP&®? new_03, Pca_new_04, Pca_new_05, Pca_new_06,
Pca_new_07, Pca_new_08, Pca_new_09, Pca_new_0&6lhast one tie between the positive actual statep and the
negative actual state group. Statistics may beetias

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5

30. Table: Goodness-of-fit indices for model PCA_BEHAN.5

Model Summary

-2 Log Cox & Snell R Nagelkerke R
Step likelihood Square Square
1 502,619(a) ,072 ,123
2 488,357(a) ,093 ,159
3 468,173(a) ,122 ,208
4 459,435(a) 134 229
5 453,209(b) 143 244
6 448,510(b) ,149 ,255
7 441,029(b) ,159 272

a Estimation terminated at iteration number 5 bsegarameter estimates changed by less than ,001.
b Estimation terminated at iteration number 6 beegarameter estimates changed by less than ,001.
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31. Table: The AUC values of model PCA_BEHAV_ 015 affatiént cutoff values on
the training sample

Area Under the Curve

Asymptotic 95% Confidence
. Interval
Asymptotic

Test Result Variable(s) Area Std. Error(a Sig.(b) Lower Bound Upper Bound
Pca_behav_01 712 ,026 ,000 ,662 ,762
Pca_behav_015 ,713 ,028 ,000 ,658 , 769
Pca_behav_02 ,713 ,030 ,000 ,653 772
Pca_behav_03 ,679 ,033 ,000 ,615 744
Pca_behav_04 ,622 ,034 ,000 ,556 ,689
Pca_behav_05 ,585 ,034 ,007 ,519 ,652
Pca_behav_06 ,567 ,034 ,033 ,501 ,633
Pca_behav_07 ,553 ,033 ,092 ,488 ,618
Pca_behav_08 ,538 ,033 ,227 AT4 ,603
Pca_behav_09 ,524 ,032 ,446 ,460 ,588

The test result variable(s): pca_behav_01, pca @&, pca_behav_02, pca_behav_03, pca_behav_@&4%egitav_05,
pca_behav_06, pca_behav_07, pca_behav_08, pca_l@&hiaas at least one tie between the positive bstiat@ group and
the negative actual state group. Statistics mayidmed.

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5

32. Table: The AUC values of model PCA_BEHAV_ 015 affatiént cutoff values on
the holdout sample

Area Under the Curve

Asymptotic 95% Confidence
. Interval
Asymptotic

Test Result Variable(s) Area Std. Error(a Sig.(b) Lower Bound Upper Bound
Pca_behav 01 ,668 ,045 ,001 ,580 , 755
Pca_behav_015 , 707 ,045 ,000 ,618 , 796
pca_behav_02 ,693 ,048 ,000 ,598 787
pca_behav_03 ,673 ,051 ,000 574 773
pca_behav_04 ,646 ,052 ,003 544 , 748
pca_behav_05 ,598 ,052 ,045 ,496 , 701
pca_behav_06 ,573 ,052 ,135 AT72 ,675
pca_behav_07 531 ,051 527 432 ,630
pca_behav_08 531 ,051 527 432 ,630
pca_behav_09 ,520 ,050 ,689 421 ,618

The test result variable(s): pca_behav_01, pca @&, pca_behav_02, pca_behav_03, pca_behav_@&4%egitav_05,
pca_behav_06, pca_behav_07, pca_behav_08, pca_l@Shiaas at least one tie between the positive bstiat@ group and
the negative actual state group. Statistics mayidmed.

a Under the nonparametric assumption

b Null hypothesis: true area = 0.5
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Source: SPSS Source: SPSS
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33. Table: Rotated Component Matrix of PCA

Rotated Component Matrix(a)

Component
1 2 3 4 5 6 7 8 9 10
Liab/(Liab+Equ) -,647 ,022 ,024 -,057 ,025 -,365 577 ,087 121 ,189
EBT/NSALES08 ,059 974 -,016 ,004 -,164 ,008 ,007 ,055 ,015 ,010
EBT/ASSETO08 ,952 ,053 ,006 -,021 -,011 ,017 -,037 ,088 ,027 ,055
EBIT/ASSETO08 ,937 ,055 ,003 -,025 -,012 -,003 -,003 ,096 ,038 ,072
EBITDA/SALESO08 ,038 ,981 ,035 -,016 ,041 -,004 ,029 ,038 ,022 -,016
EBIT/SALESO08 ,033 ,984 ,033 -,035 -,003 -,005 ,028 ,035 ,030 -,012
ROEO08 ,067 -,010 111 ,001 -,005 ,028 -,111 ,851 -,106 -,021
CA/CLO8 ,010 ,003 ,001 ,954 ,005 ,229 ,034 -,002 -,016 -,031
CA_Equo8 ,020 ,005 ,957 -,001 ,043 -,005 ,006 ,002 -,001 ,064
LIAB/(EBITDA+INCFIN)08 ,006 ,033 -,023 ,005 ,827 ,022 -,031 -,016 -,046 ,038
LIAB/EBITDAO8 ,005 -,003 ,005 ,005 ,895 -,026 -,011 -,009 ,003 ,006
CL_SALESO08 ,017 -,311 ,205 -,009 ,592 -,019 ,103 ,050 ,081 -,095
CA/ASSET08 -,036 ,036 ,077 ,036 ,014 ,004 -,054 ,087 ,875 117
TREC/LIABO8 ,000 ,003 -,007 ,962 -,008 ,133 -,078 ,007 ,005 -,014
OE/FASSETO08 ,105 ,015 -,002 -,040 ,006 221 -,089 -,227 ,404 -,099
SALES/ASSETS08 -,505 ,047 ,003 -,035 -,052 ,034 -,061 ,123 ,232 413
SALES/NWCO08 ,042 -,007 ,041 ,009 -,015 -,016 ,064 -,003 ,136 ,291
SALES/EBITO08 -,011 ,000 ,029 ,002 -,026 -,083 ,081 ,055 ,188 -,802
ROA*08 ,950 ,054 ,006 -,026 -,013 ,003 -,023 ,087 ,019 ,057
PROFORD/OEOQ8 ,048 ,090 -,328 -,006 ,018 -,004 ,092 147 ,105 -,024
NWC/ASSETS08 ,654 ,013 ,072 ,076 -,010 ,385 -,254 -,076 ,315 -,145
QUICKRO08 ,011 ,001 -,005 ,151 ,001 ,871 ,145 ,019 -,035 -,023
LTD/OEO08 ,024 ,008 ,590 ,007 ,044 ,000 ,164 -,061 ,158 -,148
TREC/OEO08 ,019 ,006 ,983 -,001 ,035 -,014 ,006 -,044 ,027 ,021
LTD/(Liab+Equ) ,085 ,028 ,058 ,006 ,011 217 ,817 -,074 -,213 -,070




TREC/(Liab+Equ) -,642 ,023 ,023 -,057 ,024 -,365 ,580 ,097 122 ,189
CASH/ASSETS08 ,024 -,038 -,026 -,070 -,020 ,600 -,067 ,027 372 ,209
CLO8/OE08 ,007 ,004 ,899 -,004 ,007 -,002 -,099 -,027 -,083 121
CASH/SALESO08 ,035 -971 ,023 -,007 ,045 ,025 ,020 ,045 ,008 -,011
fcff/assets -, 709 ,041 -,051 -,080 -,068 ,167 -,242 ,032 -,030 -,108
FCFF_D -,057 ,045 -,007 -,906 -,008 ,256 -,028 ,005 -,011 -,049

Extraction Method: Principal Component Analysisot&®ion Method: Varimax with Kaiser Normalization.

a Rotation converged in 9 iterations.

34. Table: Component score coefficient matrix of PCA

Component Score Coefficient Matrix
Component
1 2 3 4 5 6 7 8 9 10

Liab/(Liab+Equ) -,068 -,001 -,002 ,004 -,006 -,130 311 ,038 ,134 ,099
EBT/NSALES08 ,003 ,243 ,002 ,008 -,045 ,006 ,002 ,015 -,004 ,000
EBT/ASSETO08 ,223 -,001 -,008 -,014 -,011 -,055 ,059 ,039 ,020 ,092
EBIT/ASSET08 ,225 -,002 -,010 -,015 -,013 -,064 ,079 ,042 ,031 ,105
EBITDA/SALES08 -,003 ,254 ,011 ,001 ,064 ,004 ,008 ,004 ,001 -,025
EBIT/SALESO08 -,003 ,253 ,011 -,006 ,041 ,003 ,008 ,001 ,007 -,022
ROEO8 -,019 -,020 ,089 -,002 -,009 ,053 -,093 ,624 -,113 -,046
CA/CLO08 -,020 ,009 ,002 ,345 ,003 ,097 ,042 ,011 -,020 -,012
CA_Equ08 -,006 ,002 ,302 -,001 -,010 ,010 -,016 ,052 -,030 ,035
LIAB/(EBITDA+INCFIN)08 -,009 ,048 -,037 -,001 457 ,029 -,051 -,019 -,049 ,051
LIAB/EBITDAO8 -,006 ,041 -,031 ,001 ,488 -,003 -,040 -,015 -,005 ,016
CL_SALESO08 ,005 -,057 ,045 -,007 ,295 -,001 ,059 ,049 ,067 -,093
CA/ASSETO08 -,001 -,005 ,005 ,025 ,000 -,082 ,003 ,037 ,628 ,036
TREC/LIABO8 -,024 ,009 ,000 354 -,002 ,026 -,044 ,014 -,002 ,001
OE/FASSETO08 ,007 ,005 -,019 -,023 ,006 ,070 -,003 -,161 ,285 -,096
SALES/ASSETS08 -,107 ,008 ,002 -,004 -,017 ,045 -,084 ,077 ,123 326
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SALES/NWCO08 ,033 -,008 ,000 ,008 -,011 -,014 ,047 -,020 ,084 ,252
SALES/EBIT08 -,029 -,001 ,027 ,000 -,031 -,081 ,080 ,067 ,208 -, 747
ROA*08 ,225 -,001 -,008 -,016 -,013 -,062 ,067 ,038 ,016 ,094
PROFORD/OEO8 ,007 ,003 -,067 ,000 ,015 ,023 ,064 511 ,070 -,056
NWC/ASSETS08 ,103 -,001 ,014 ,007 -,003 ,129 -,062 -,045 ,198 -,102
QUICKRO08 -,048 ,004 ,008 ,011 ,010 ,550 77 ,053 -,103 ,002
LTD/OEO8 ,007 ,001 ,180 ,001 -,005 -,002 ,118 -,012 ,123 -,161
TREC/OEO08 -,006 ,003 ,308 -,001 -,016 -,002 -,013 ,021 -,005 -,006
LTD/(Liab+Equ) ,073 ,001 ,007 -,015 -,017 ,218 ,585 -,050 -,125 -,058
TREC/(Liab+Equ) -,067 -,002 -,002 ,004 -,006 -,130 313 ,045 134 ,099
CASH/ASSETS08 -,026 -,015 -,013 -,051 -,001 337 ,026 ,027 ,195 179
CLO8/OEO08 -,015 ,004 ,286 -,002 -,022 ,011 -,093 ,031 -,099 ,096
CASH/SALESO08 ,019 -,252 ,008 -,011 -,022 ,011 ,032 ,056 ,019 -,004
fcff/assets -,207 ,021 ,008 -,033 -,017 ,137 -,214 ,054 -,054 -,122
FCFF_D -,030 ,008 ,005 -,352 ,005 ,208 ,000 ,017 -,044 -,048

Extraction Method: Principal Component Analysisot&®ion Method: Varimax with Kaiser Normalizatio@omponent Scores.
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35. Table: Classification table of model MULTIVAR_NEW1D

Classification Table(c)

Observed Predicted
Selected Cases(a) Unselected Cases(b)
DEF90 DEF90
Percentage Percentage
,00 1,00 Correct ,00 1,00 Correct
DEF90 ,00 357 167 68,1 97 67 59,1
Step 6 1,00 31 69 69,0 18 26 59,1
Overall Percentage 68,3 59,1
a Selected cases minta EQ 1
b Unselected cases minta NE 1
¢ The cut value is ,150
36. Table: Classification table of model MULTIVAR_BEHAW15
Classification Table(c)
Observed Predicted
Selected Cases(a) Unselected Cases(b)
DEF90 DEF90
Percentage Percentage
,00 1,00 Correct ,00 1,00 Correct
DEF90 ,00 381 143 72,71 114 50 69,51
Step 8 1,00 24 76 76,0 16 28 63,64
Overall Percentage 73,24 68,3

a Selected cases minta EQ 1
b Unselected cases minta NE 1
¢ The cut value is ,150
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37. Table: Classification table of model BEHAV 015

Classification Table(c)

Observed Predicted
Selected Cases(a) Unselected Cases(b)
DEF90 DEF90
Percentage Percentage
,00 1,00 Correct ,00 1,00 Correct

DEF90 ,00 371 154 70,7 123 41 75,0
Step 6 1,00 30 70 70,0 16 28 63,6

Overall Percentage 70,6 72,6

a Selected cases minta EQ 1
b Unselected cases minta NE 1
¢ The cut value is ,150

38. Table: Classification table of model PCA_NEW 015

Classification Table(c)

Observed

Predicted
Selected Cases(a) Unselected Cases(b)
DEF90 DEF90
Percentage Percentage
,00 1,00 Correct ,00 1,00 Correct
DEF90 ,00 356 168 67,9 102 62 62,2
Step 7 1,00 36 64 64,0 13 31 70,5
Overall Percentage 67,3 63,9

a Selected cases minta EQ 1
b Unselected cases minta NE 1
¢ The cut value is ,150
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39. Table: Classification table of model PCA_ BEHAV_015

Classification Table(c)

Observed Predicted
Selected Cases(a) Unselected Cases(b)
DEF90 DEF90
Percentage Percentage
,00 1,00 Correct ,00 1,00 Correct

DEF90 ,00 365 159 69,7 120 44 73,2
Step 7 1,00 27 73 73,0 14 30 68,2

Overall Percentage 70,2 72,1

a Selected cases minta EQ 1
b Unselected cases minta NE 1
¢ The cut value is ,150
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