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1. PREVIOUS RESEARCH EFFORTS AND MOTIVATION 

Energy market participants face several risks in making operational and strategic decisions in 

the short or longer term. The handling and measurement of the majority of these risks have 

developed simultaneously with techniques commonly used in financial markets or as an ex-

tension of these methods adapted to the peculiarities of the energy market.  

 In parallel with the progress of liberalisation, EU objectives are bringing into promi-

nence the necessity of realising successful energy efficiency, energy saving and the reduc-

tion of consumption. At the same time, those basic conditions that permit periodic checks of 

energy consumptions are gradually initiated with the spread of smart metering which often 

allows online tracking. Besides these basically micro level tendencies (interpreted at the level 

of the consumer) there are system level tendencies that manifest themselves, for example, in 

the handling of system level balancing problems or in the effort to decrease system level loss. 

1.1. Relevance of the dissertation 

Although the source of the highest potential risks on the energy market is basically price, con-

sumer level behaviour becomes increasingly important besides the portfolio level and has 

growing business value from the points of view of not only energy companies and consumers, 

but also from the perspective of system operators.1 In the electricity market – but also in 

other markets – there are more and more applications where it is not enough to be aware of 

the (expected) consumption but its uncertainty also needs to be considered, and the result-

ing risk needs to be dealt with.  

Such a field is, for example, determining the portfolio level electricity demand (schedul-

ing), hedging the portfolio in the long term, or the calculation of tariffs in relation to individu-

al consumers.  Certainly the above listed examples are interrelated on the one hand, cross-

sectionally (the portfolio level curve is the sum of consumer curves) and on the other hand 

regarding time series (ex-post energy costs that occur as a result of forecasting errors while 

scheduling is added to the portfolio during the financial year).  

It is often difficult and/or expensive to ensure the supply-demand balance of the power 

system at all times by the controlling of the supply (power plant) side. For this reason, it is not 

only the possible role of consumer habits but also their uncertainty in realising supply-demand 

                                                           
1 The proportion of the effect of consumer behaviour depends on the current energy market circumstances, such 

as energy market regulations and political decisions, as it is difficult to promote and encourage consumer saving 

with a downward pressure on prices. 
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balance that come to the fore. This is due to the fact that consumer habits are somewhat more 

adaptable, manageable. 

The need for the quantification of the latter has more emphasis on more developed mar-

kets. As an example, demand side management activities may be mentioned. On these mar-

kets it is a priority to achieve consumption reduction by tariff schemes in the short term 

(which means the involvement of the consumer in the balancing procedure, among others) or 

to guarantee longer term energy saving and to investigate related investment decisions. In 

these areas, the explicit consideration of risk cannot be avoided in any way, as these questions 

relate to establishing new pricing logic as well. 

Obviously, regarding the practical tasks above, it would be way beyond the scope of this 

research to provide comprehensive answers. The aim is much rather to contribute to over-

coming the above listed challenges by the methodologically well-grounded consideration 

of consumption risks. 

There is a wide range of (far from uniform) literature on consumer profiles and their ap-

plications. These profiles are achieved as a result of using basically quantitative methods, and 

they describe how consumption is dependent on various seasonal, calendar or other effects2. 

Since consumption itself is stochastic, its risk, uncertainty or portfolio effects also need 

to be taken into consideration in a similar way that it is usually done in financial time series. 

The fundamental difference in its handling is the result of the fact that consumption (and its 

uncertainty, as we shall see) is much more likely to lend itself to being modelled by various 

fundamental variables than the financial time series themselves. Hence the range of possible 

methods that are applicable is necessarily different, although some degree of analogy or paral-

lelism exists. What is meant in this dissertation by modelling of ‘consumption-related uncer-

tainty’, that is, modelling of ‘volume risk’, is the description of the behaviour of the irregular 

component in consumption.  

1.2. Theoretical, methodological background and hypotheses 

Based on the literature on profiling, the general framework used for creating consumer pro-

files and consumer profile groups practically means the adaptation of two-step or two-stage 

clustering to consumer profiles. Here, besides the applied clustering techniques (2nd step) 

what is more stressed and industry-specific is that curve features are produced (as a 1st step) to 

describe consumption curves to represent compressed information. It is essential in feature-

                                                           
2 Based on the literature, there is no single, general-scope definition. 
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based or two-step clustering that the first step is to extract some relevant feature from the raw 

data, and then clustering takes place in this domain.  

The curve features that describe each consumption curve in clustering can be produced 

in a number of ways. A possible classification of these can be found in Table 1. It is clear that 

in most cases features that characterise consumption curves are produced on the basis of some 

daily representative load curve (RLC), which, on the one hand, supports the characterisation 

of individual curves, and on the other hand, supports the creation of consumer profile groups 

that include those that share similar profiles. 

Table 1: A possible classification of curve features to be used in profiling 

Daily representative load curves (RLC) 
Features  

produced with 

other methods 

shape  

parameter- 

time- 

domain- 

frequency-

domain- 
model- 

based features produced 

Chicco et al. 

[2005] 

Chicco 

[2012] 

Carpaneto et al. 

[2003] 

Espinoza et al. 

[2005] 

Räsänen et al. 

[2010] 

Mathieu et al. 

[2011] 

Li et al. 

[2010] 

Carpaneto et al. 

[2006] 

Hino et al. 

[2013] 

Srivastav et al. 

[2013] 

 
Macedo et al. 

[2015] 

Chicco et al. 

[2005] 

McKenna et al. 

[2014] 

Verdú et al. 

[2006] 

 
Panapakidis et al. 

[2012] 

Panapakidis et al. 

[2014] 
  

 
Panapakidis et al. 

[2014] 
   

 
Tsekouras et al. 

[2007] 
   

 
Tsekouras et al. 

[2008] 
   

Source: author’s own compilation and table. 

Although these representative load curves are easy to interpret and their use is practical 

from the perspective of creating groups, in most cases what are produced are constructed, 

derived, not actually realised values. In the framework of the majority of methods it is possi-

ble to produce daily profiles conditional on given circumstances (such as summer, winter, 

transition period, or applying to different days of the week, etc., see e.g. Pitt [2000]). 

It is important to state that in the so-called mainstream research results, the effect of 

weather (in most cases, temperature) or the effect of its irregular part is removed from the 

consumption time series in the course of profiling.  

Based on the author’s own former research results and its supplementation it can be said 

that if the behaviour of the irregular component of the time series is relevant from the research 

perspective, removing  the total effect of temperature is not really advantageous from neither 
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technical nor interpretational aspects. The removal of the irregular temperature effect is likely 

to reduce the heteroscedasticity of consumption. A supplement to all this is the theoretical 

consideration that one of the major sources regarding the variation and uncertainty of the oth-

erwise typically price-inflexible electricity consumption is weather (primarily temperature). 

For this reason, removing its effect and the analysis of the temperature-independent part of the 

time series may be a limiting factor regarding possible analyses, relevant methods and conclu-

sions that could be drawn. 

Based on the previously summarised research results and on the author’s own research 

experience, the dissertation examines the following fields: 

- how various consumption time series can be characterised; which so-called stylized 

facts that are otherwise described by any model of consumption need to be captured in 

the course of profiling as well; 

- what trends can be explored in consumption uncertainty of various consumption time 

series; can (multiple) seasonal or any other regular pattern be observed that otherwise 

also characterises the consumption time series themselves; 

- how all of the above can be modelled with a special focus on, for example, the simul-

taneous handling of the nonlinearity – especially (among others) weather-dependency 

– and heteroscedasticity (non-constant standard deviation over time). 

The following hypotheses have been formed to investigate the above questions, fields: 

- H1: In electricity consumption curves the intraday seasonality is the primary source of 

variance in the curves. 

- H2: As compared to the so-called classical methods (that rely on the typical daily pro-

file) the extraction of the relevant individual features of the curve opens a new avenue 

towards the development of more realistic profiles. 

- H3: Assuming constant standard deviation of the residuals results in either the under- 

or in certain periods the overestimation of the volume risk.  

- H4: Volume risk is not constant over time, but varies depending on various exogenous 

variables, seasonal and calendar effects.  
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2. RESEARCH METHODOLOGY 

As the research methodology applied is supported by the experience stemming from former 

research efforts on the topic of the dissertation and by the empirical findings of studying the 

stylized facts of consumption time series, in this section we make a short summary on the 

conclusions regarding stylized facts and the reasoning on why mixture models can be capable 

of capturing most of these. 

2.1. The examination of stylized facts of consumption time series  

Various individual curves have been examined to discover the main features that can deter-

mine the characteristics of a curve and that need to be considered in the identification of the 

typical consumption pattern. These were typically not classical statistical tests but simpler 

calculations or figures that are relatively rarely used in the concise description and characteri-

sation of a curve.  

The research results regarding this can be summarised briefly as follows:  

- Contour plots have been used to examine the distribution of load values throughout 

a whole year to explore information such as: 

o how the level of peak period, off-peak period, weekday and weekend load and 

the daily position of peak periods changes throughout the year,  

o to what extent the load is influenced by public holidays, 

o what conclusions can be drawn about the effects of the temperature, 

o and in the case of which curves it is apparent that the so-called ‘illumination 

effect’ (caused by the sunset) can clearly be observed, a phenomenon whose 

such transparent detection in an empirical study is unprecedented – it is usually 

only referred to by relying on heuristics. 

- Scatter plots were used to reveal weather-dependency, especially how much it differs 

by curve in different seasons or on days of the week; besides, how load values are 

grouped and clustered as a function of the temperature. 

- Boxplots and descriptive statistics (mean, measures of dispersion, skewness and kurto-

sis) were used to analyse the distribution of loads within a day, on weekdays and 

weekends, moreover, in winter, summer and transition periods. They were used to 

check: 

o how stable or unstable the intraday distribution is by curve,  
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o how intraday distribution is modified by various seasonal factors or the tem-

perature, and  

o when stochastic shocks have a greater role in the case of different curves.  

Figure 1: Contour plot and boxplot of a portfolio time series 

  

Source: author’s own figures (R). 

Considering the results of the research, it can be said that the highest ratio of the vari-

ance of the electricity consumption curves can be explained by intraday seasonality, 

therefore hypothesis H1 cannot be rejected. On these grounds it has been concluded that 

creating typical daily profiles – which is common practice – is basically a fine technique, 

though typical consumption patterns are not necessarily formed according to the daily 

shapes and their efficient modelling is not necessarily carried out along that.  

2.2. Using the mixture model for modelling non-constant covariance structure 

Contrary to traditional techniques, in this dissertation it is not daily load curves that are clus-

tered, but quarter-hourly times (as observations) according to the resolution of the time series, 

which in turn provide the basis for results that are called typical. In the Gaussian Mixture 

Model (GMM) estimated by the so-called Expectation-Maximization (EM) procedure, those 

times belong to a cluster whose values appear together with the greatest likelihood in the same 

cluster. On the methods applied see, inter alia, Eirola and Lendasse [2013], Fraley-Raftery 

[2000], Fraley-Raftery [2007]. 

The aim of this dissertation is twofold: on the one hand, it aims at constructing typical, 

representative consumption patterns; but on the other hand, the uncertainty related to con-
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sumption is also interesting. For this reason, the co-movement between consumption and its 

lags or potentially available exogenous variables also receive emphasis.  

The above mentioned model-based clustering methodology can handle many of the 

problems that have surfaced in connection with profiling in a more efficient way than the oth-

er well-known techniques, hence:  

- Classifying individual consumption patterns has been performed without the need to 

preadjust time series, among others, for example: 

o removing outliers, or  

o removing the effect of (irregular, extreme) temperature or other weather effect.  

- The technique is essentially multivariate, which – as opposed to the techniques often 

used in practice and in academic studies – groups the time series values not in them-

selves, but together with some variables that describe temporal attributes or seasonali-

ty (e.g. weather). This way, of course, the extension with other exogenous variables 

remains an option. This opportunity does not really appear in most profiling methods, 

due to the difficulties of preadjustment, among others.  

Figure 2: Results of mixture clustering on the example of daily average temperature – natural gas 

consumption 

 

Sources: author’s own calculations (R) and figure (R). 

Given the construction of the mixture model, the advantage of the method is that both 

interaction effects between variables and the nonlinearity are captured without an explicit 

definition of these effects. This was revealed in the covariance matrix estimations that were 

different by cluster, because involving these effects is usually supported by the underlying 

assumption that the covariance structure of the variables is not constant in the whole 

sample. The latter property is especially important in the regression application of the model, 
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because the simultaneous handling of the (nonlinear or interaction) effects between the vari-

ables and heteroscedasticity require more attention. Figure 2 is telling of this logic: the rela-

tionships between variables differ by ‘groups of dots’ and it is clear that the dispersion of 

these ‘groups of dots’ are not the same either. The former phenomenon will manifest itself in 

capturing nonlinearity and heteroscedasticity.  

Attention has been drawn to the methodological difficulties in connection with a previ-

ous research result of this dissertation related to Hungarian natural gas consumption3. It 

was also stated that either the removal of the total effect of temperature or the irregular 

effect of temperature may have many unfavourable consequences, especially if we also in-

tend to model the uncertainty of consumption time series (in the previous case the temperature 

effect can often not be separated appropriately using the regression decomposition logic; in 

the latter case, what is removed is the heteroscedastic feature). In addition, theoretical consid-

erations also support the idea that the weather-dependent part of consumption should not be 

separated (as temperature has a great influence on the value of consumption, and even its un-

certainty), but instead, some multivariate technique needs to be used.  

2.3. Formal description of mixture models and mixture regression 

The essence of mixture models can be summarised as follows. 

Let us assume that the observations are generated by a mixture distribution with 𝐾 

components whose density function can be written as: 

𝑓(𝑦) = ∏ ∑ 𝜏𝑘 ∙ 𝑓𝑘(𝑦𝑖|𝜃𝑘)𝐾
𝑘=1

𝑛
𝑖=1 , 

where: 

- 𝑦𝑖 is a vector of size (𝑚 × 1) containing the attributes of observation i (𝑖 = 1, 2 …  𝑛), 

𝑛 is the number of observations, 𝑚 is the number of attributes, 4 

- 𝑓(. ) is the density function of the mixture distribution, 𝑓𝑘(. ) is the density function of 

component 𝑘, 

- 𝜃𝑘 denotes the parameters that describe component 𝑘, and the prior probability 𝜏𝑘 is 

the probability of observation 𝑖 belonging to component 𝑘, 

- 𝑘 denotes the components (𝑘 = 1,2, …  𝐾), and 𝐾 is the number of mixture compo-

nents. 

                                                           
3 Estimation results are derived using the X13-ARIMA-SEATS seasonal adjustment program. 
4 The term attribute used in international, mainly data mining literature is identical with the term variable in 

regression terminology. 
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Estimation of mixture model parameters is carried out by the Maximum Likelihood 

(ML) method, the Expectation-Maximization (EM) algorithm (see for example: Dempster et 

al. [1977], McLachlan-Krisnan [1997]). The EM algorithm consists of the successive iteration 

of estimation steps (E-step) and maximization steps (M-step). 

The algorithm views observations as an incomplete data set (with missing, unobserved 

variables), which means that they are thought of as pairs of variables (𝑦𝑖, 𝑧𝑖). Here, variable 𝑧𝑖 

is not observed, it denotes the so-called indicator variable showing which observation belongs 

to which component. In so far as these component memberships 𝑧𝑖𝑘 are missing or non-

observed values, they need to be estimated when using the EM algorithm, which is realised in 

the form of posterior probabilities 𝑝𝑖𝑘. 

Let 𝜓 = (𝜏1, 𝜏2 … 𝜏𝐾 , 𝜃1, 𝜃2 … , 𝜃𝐾) denote the parameters to be estimated, that is the 

prior probabilities of the components and the parameters of the distribution of the compo-

nents. The likelihood-function is the following: 

𝐿(𝑦) = ∏ ∏ 𝑓𝑘(𝑦𝑖|𝜃𝑘)𝑧𝑖𝑘𝐾
𝑘=1

𝑛
𝑖=1 . 

Given the observations 𝑦 = (𝑦1, 𝑦2  … 𝑦𝑛) of number 𝑛, iteration (𝑟 + 1) means per-

forming the following steps.  

In the E-step on the basis of the set of parameters in iteration r, that is 𝜓(𝑟), for every 

observation 𝑖 the posterior probability 𝑝𝑖𝑘 of belonging to the component 𝑘 is calculated: 

𝑝𝑖𝑘
(𝑟+1) =

𝜏𝑘
(𝑟)

∙𝑓(𝑦𝑖|𝜃𝑘
(𝑟)

)

∑ 𝜏𝑘
(𝑟)

∙𝑓(𝑦𝑖|𝜃𝑘
(𝑟)

)𝐾
𝑘=1

, 

in addition, by using this, the value of the 𝑄 function is calculated, which provides the ex-

pected value of the loglikelihood that applies to the whole data set given the estimated param-

eters and the observed values of the variables in the sample, that is: 

𝑄(𝜓|𝜓(𝑟)) = ∑ ∑ 𝑝𝑖𝑘
(𝑟+1)

𝑙𝑜𝑔(𝑓𝑘(𝑦𝑖|𝜃𝑘))𝐾
𝑘=1

𝑛
𝑖=1 . 

Using the calculated posterior probabilities 𝑝𝑖𝑘
(𝑟+1)

 as weights in the M-step the values 

of the parameter set 𝜓(𝑟+1) are obtained by maximising the Q function, which means optimis-

ing in the following way: 

𝜓(𝑟+1) = 𝑎𝑟𝑔 max
𝜓

𝑄(𝜓|𝜓(𝑟)) , 

whose result gives the optimal solution, that is, the estimated values of the parameters in the 

(𝑟 + 1) iteration. 

In most cases – as in this paper – it is assumed that the distribution of component k is 

normal, that is 𝑓𝑘(. )  denotes the multivariate normal Gaussian density function parameter-
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ized by mean vector 𝜇𝑘 and covariance matrix Ʃ𝑘 as parameters, so the distribution of compo-

nent k can be written: 

𝑓𝑘(𝑦𝑖|𝜃𝑘) = 𝜑(𝑦𝑖|𝜇𝑘, Ʃ𝑘) =
1

|2𝜋Ʃ𝑘|−1/2 𝑒𝑥𝑝 [−
1

2
(𝑦𝑖 − 𝜇𝑘)𝑇Ʃ𝑘

−1(𝑦𝑖 − 𝜇𝑘)], 

where the parameters that need to be estimated in the parameter set 𝜓 =

(𝜏1, 𝜏2 … 𝜏𝐾 , 𝜃1, 𝜃2 … , 𝜃𝐾) are the prior probabilities and the mean vectors and the covari-

ance matrices per components. 

The Gaussian mixture regression (GMR) is based on the Gaussian mixture model 

(GMM, see the previous paragraph) by appointing one of the variables, which later becomes 

the dependent (output) variable, and a regression is written using the other variables as inde-

pendent variables. From a computational aspect, the mixture regression can be written using 

the formulas of the weighted least squares method.5  

The component-based calculations of the conditional mean and conditional standard er-

ror are based on conditional mean and conditional standard deviations for each component 

using posterior probabilities as weights. Assuming normal distribution for each component, 

the density function of the dependent variable 𝑦𝑖 can be written – based on Srivastav et al. 

[2013] – as: 

𝛷(𝑦𝑖, 𝜆(𝑥𝑖)) = ∑ 𝑝𝑖𝑘 ∙
1

√2𝜋𝑠𝑖𝑘

𝐾
𝑘=1 ∙ 𝑒𝑥𝑝 (−

1

2
(

𝑦𝑖−𝑚𝑖𝑘

𝑠𝑖𝑘
)

2

), 

where 𝜆(𝑥𝑖) = {𝑝𝑖𝑘 , 𝑚𝑖𝑘, 𝑠𝑖𝑘}. That is, as seen from the notation, the value of the parameters 

{𝑝𝑖𝑘, 𝑚𝑖𝑘, 𝑠𝑖𝑘}  depends on the given values of independent variables 𝑥𝑖. 

It is shown in the dissertation that the formula for 𝑚𝑖𝑘 is nothing else but a substitution 

in the regression equation, and the formula for 𝑠𝑖𝑘
2  is identical with the residual variance per 

component, conditional on the given values of the 𝑥𝑖 independent variables. 

The expected value and variance (that is, the squared standard error) of the dependent 

variable can be written as: 

𝑦̂𝑖 = ∑ 𝑝𝑖𝑘 ∙ 𝑚𝑖𝑘
𝐾
𝑘=1 , 

                                                           
5 The notation of mixture regression is slightly different from the notation of classical multivariate regression, 

but serves practical goals from the perspectives of interpretation and implementation. The introduction of the 

relationship between the two notations is included in the dissertation. Based on this, the coefficients and the 

residual variance of the components are as follows (𝑊𝑘 denotes a diagonal matrix of size (𝑛 × 𝑛) containing the 

𝑝𝑖𝑘  weights for each component 𝑘): 

𝛽𝑘̂ = (𝑋𝑇𝑊𝑘𝑋)−1𝑋𝑇𝑊𝑘𝑌, 
and 

𝜎𝑘
2̂ =

∑ 𝑝𝑖𝑘(𝑦𝑖−𝑥𝑖
𝑇𝛽𝑘̂)

2𝑛
𝑖=1

∑ 𝑝𝑖𝑘
𝑛
𝑖=1

, 

where disregarding the weighting above, the classical formulas applied for ordinary least squares are easy to 

identify.   
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and 

𝑣𝑎𝑟(𝑦̂𝑖) = ∑ 𝑝𝑖𝑘 ∙ (𝑠𝑖𝑘
2 + 𝑚𝑖𝑘

2 )𝐾
𝑘=1 − (∑ 𝑝𝑖𝑘 ∙ 𝑚𝑖𝑘

𝐾
𝑘=1 )2. 

The methodological chapter contains a number of formulas and interpretations (espe-

cially in connection with mixture regression) that do not appear even in foreign language lit-

erature, although they show more distinctly how mixture model based regression and classical 

multivariate regression are related, which is extremely useful regarding the results of this 

study.  

These results greatly supported the implementation of the Mixture Regression in the R 

Project statistical software package. The commands of the regression based on the Gaussian 

mixture model are the author’s own functions building on the results of the package ‘mclust’, 

as there are no functions for regression applications of the Gaussian mixture model in the R 

package. 
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3. KEY FINDINGS OF THE DISSERTATION AND AVENUES FOR FURTHER RE-

SEARCH 

There are so-called classical solutions in the chapters on profiling and measuring uncertainty 

of this dissertation, which on the one hand help the exploration of empirical findings, and on 

the other hand serve as benchmark and help comparison with the new results. As the key find-

ings of this dissertation can be evaluated in relation to classical results, the main consequences 

are summarised in the light of this. In the end of this section we provide a short summary re-

garding the potential applications and future research topics building on or evoked by the re-

sults and conclusions of this dissertation.  

3.1. Using the mixture model for creating typical consumption patterns 

In the empirical parts of the dissertation it has been shown that the parameters of the mixture 

model components (the mean and of the covariance matrix of the multivariate normal distri-

bution) can be understood as extracted information which helped cluster and group various 

individual consumption curves. The results have been compared with a technique that may 

be regarded classical. Measuring distance was performed using the so-called Kullback-

Leibler divergence which at the same time can be used to measure the distances of the com-

ponents of each curve.  

The formation of profile groups has been performed in this paper especially to prove 

and illustrate better information extraction. The results have shown that groups are formed 

rather according to fundamental features that describe consumption, such as, for example the 

weekday peak-off-peak consumption ratio, the level of weekend consumption compared to 

weekdays, the nature of temperature-dependency (the latter may also influence the seasonal 

peak-off-peak ratio), the position of the peak period within a day, etc.  

The method has many favourable features from methodological aspects. The typical 

consumption that represents clusters can be obtained naturally as a mode (the mean) of the 

estimated multidimensional normal distribution components. This releases the often occurring 

problem of what the typical value to represent the cluster should be (it is usually the mean that 

is used), because the typical, characteristic value is basically the mode. In the same way, it is 

rather a methodological advantage that the mixture model is not sensitive to having a small 

sample, as – being a model-based technique – it recognises structure. This feature has already 

been taken advantage of in the calculations. Another advantage is that the choice of the opti-

mal number of clusters may be selected objectively, through model selection criteria.  
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A difference, not so much in methodology but rather in approach, is that in the classical 

case the various category-type variables are basically dummy variables encoded in 1-0 values. 

Conversely, in the mixture model these roles are taken over by components (specifically 

component memberships marked 𝑧𝑖 replaced by the posterior probability of belonging to a 

component marked 𝑝𝑖𝑘 during the estimation, see the chapter on methods) – as a consequence, 

the category-type information can be exploited not only regarding the expected value but 

also for the description of dispersion.  

Based on all of the above results it has been concluded that the profile group for-

mation based on the mixture model gives much more realistic results compared to clas-

sical techniques. Besides the numerous advantages of mixture models, they perform 

grouping with the observations considering not only the expected value, but also the dis-

persion, that is, basically the uncertainty or risk. Therefore, the related hypothesis H2 

has not been rejected either.  

3.2. Using heuristic and classical stochastic time series methods to measure 

uncertainty of consumption 

The investigations that have been performed in this dissertation to measure the irregular be-

haviour by curve will be described here. Based on the standard errors calculated using classi-

cal time series techniques, SARMA and PAR regression, confidence intervals were produced. 

It has been found that assuming constant standard deviation, on the whole, the uncertainty of 

each curve is estimated fairly well, but in certain periods the risk is over- or underestimated, 

and thus the assumption of a constant confidence interval does not fit the empirical findings. 

This was examined by investigating the ratio of observations that are outside of the 95% 

confidence interval. If the interval is ‘correct/appropriate’, for every month, weekend and 

weekday and every (quarter-)hour 5% of the observations should be outside the interval (of 

course, random deviations are allowed). Experience, however, shows that – while depending 

on the curve – it is generally true that in peak periods, in morning ramps and evening set-

backs, on weekdays, and in the summer and winter, this is well beyond 5%, and at other 

times, it is much lower.6  

                                                           
6 The performance of PAR regression can be suprising in the sense that this method estimates periodically 

varying autocovariance through periodically (quarter-hourly) alternating autoregressive coefficients, which could 

partly deal with heteroscedasticity but based on the results of this paper, this time-dependent autocovariance did 

not prove to be a satisfactory solution.  
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Studying the standard deviations of errors (residuals) in classical time series regres-

sions the following conclusion has been reached regarding the time-dependent risk of con-

sumption:  

- the uncertainty of peak period consumption is higher, 

- the risk of off-peak period consumption is lower, 

- in many curves the morning ramps and evening setbacks have the highest uncertainty,  

- in periods when consumption is weather-(temperature-)dependent, the risk of con-

sumption is typically higher ceteris paribus.7 

Figure 3: Ratio of observations outside the confidence interval in an individual curve 

   

Source: author’s own calculations (R) and figure (R). 

Experience may differ by curve, nevertheless, they are perfectly consistent with the re-

sults reached by the calculation of heuristic measures (risk index) that are often used in prac-

tice; the major advantage of the model-based approach is its well-grounded nature (see for 

example the issue of omitted variables, the handling of time-dependency, etc.). 

More accurate or grounded statements than the above cannot be formulated, due partly 

to the fact that ‘grouping’ residuals (based on seasons, days of the week) is not forward-

looking in any way; moreover, as a consequence of the noisy, hectic nature of the calculated 

results mainly questionable statements can be made even when using time series models.  

Hypothesis H3 then has not been rejected, that is, depending on the time, risk is ei-

ther under- or overestimated for each curve in classical regression approaches that as-

sume constant standard deviation for the error term.  

                                                           
7 Weather (temperature) – as we know – is a stochastic variable in itself, and the gain of not removing the effect 

of temperature in profiling is reflected in this important statement.   
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3.3. Using mixture models to measure the uncertainty of consumption 

Based on the summary of experiences, the regression application of the mixture model (which 

was also used for profiling) has produced so-called conditional, time-dependent standard 

errors and confidence intervals that are in line with the risks of consumption.  

It has been investigated how much the confidence intervals produced based on mixture 

regression meet the requirements (the 95% confidence intervals have also been calculated for 

mixture regression), or in different terms, how much the standard deviation of errors (e.g. 

calculated for hours, weekdays/weekends, months) is consistent with the standard errors cal-

culated on the basis of mixture regression.   

Figure 4: Average conditional standard errors in mixture regression in an individual curve 
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Source: author’s own calculations (R) and figure (R). 

Based on the results, it has been shown that mixture regression can represent the time-

dependent uncertainty of consumption (the ratio of observations that are outside the confi-

dence interval is much more consistent than with classical models), and generally they are 

roughly identical with the expectations formulated on the basis of heuristic measures and 

SARMA model residuals. The source of differences in this case may basically be that the 

SARMA model is linear, while mixture regression is not; therefore, a better capturing of non-

linear relationships may produce slightly different results.  
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An advantage of using mixture regression is that standard errors can be written as 

functions of the independent variable, with the condition of the independent variables; in 

this way, writing the seasonal behaviour of the uncertainty of the consumption with the same 

variables as the seasonal behaviour of the consumption curve itself. The standard errors re-

flect not only which periods show higher uncertainty within the day, week or year, but also 

though to a different degree for each curve, that the winter temperature increases rather uncer-

tainty of the morning periods, while the summer increases the uncertainty of the afternoon 

periods.  

Based on classical and mixture regression calculations, H4 hypothesis has been ac-

cepted, that is, it is true that the consumption risk is typically not constant in time, it is 

higher on weekdays, in peak periods and also in weather-dependent periods; that is, it is 

characterised by multiple seasonality, as is consumption itself.  

The importance of the results lies in that  

- the profile and the uncertainty of consumption (modelling of volume risk) is per-

formed in a unified framework,  

- the application of mixture regression issues in promising results, and its energy market 

use can be regarded relatively new, 

- in such regression applications of the mixture model, the backtest of the results has not 

occurred in any earlier study. The regression application itself (and certain steps of the 

clustering) is not directly performed by using a publicly available R Project package; 

therefore, its implementation also formed part of the study. 

Beyond what has been discussed in the formulated hypotheses, it is an important result 

that the width of the confidence interval produced by mixture regression is (though to 

different degree in each curve) much smaller than what is arrived at using classical 

techniques. The latter result is also important because the confidence interval that is produced 

in classical time series models is in the majority of the cases very wide, and is not really suit-

able for practice. This chapter has also examined how the average width of the confidence 

interval changes in peak and off-peak hours, compared to the average loads of this period.  

Because of the averaging obviously only approximations are possible, but most certain-

ly the uncertainty of prices must have similar features. This inevitably draws the attention to 

specific outstanding goals of demand side management, their necessity, thinking about, for 

example, the smoothing of the consumption curve, or the decreasing of the balancing energy 
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costs resulting from actual-planned deviations or the decreasing of peak–off-peak ratio result-

ing from shifts in energy use. 

Figure 5: Average confidence interval in SARMA and mixture regression in individual curves8  

 
Load curve C25 C35 C66 C79 C109 C1 C4 C27 C108 C47 

Degree of 

decrease [%] 
11 33 36 28 13 38 18 11 14 24 

Source: author’s own calculations (R) and figure (Excel). 

It definitely needs to be added to the evaluation of the results that the methods examined 

and used have made it possible to not only investigate and measure when the uncertainty of 

consumption is highest, but also to what extent. It is also essential for the potential applica-

tions (whether in connection with classical field or the field of demand side management).  

3.4. Avenues for further research and application in practice 

There have been various references in the empirical part of the paper to the use of the results 

in practice, and in connection with this to new directions for further research. These will be 

summarised in this chapter.  

A possible further research opportunity may be the examination of profile groups based 

on mixture models on hundreds or thousands of curves, and the completion of comparative 

analysis with classical techniques. In the dissertation, the emphasis is much rather on the un-

certainty-related evaluation than on an analysis of such great amount. It is definitely worth 

examining how much the profile grouping changes as a result of the fact that the mixture 

model essentially extracts the whole information from the curve. The emphasis is from the 

                                                           
8 On the figure CI denotes the confidence interval at 95% confidence level. 
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methodological – and practical – perspective on better information extraction and the 

exploitation of capturing uncertainty. In the course of such an extended study, of course, a 

number of questions may arise in connection with grouping; such as choosing the optimal 

number of clusters, examining the indicators that evaluate the appropriacy of the result of the 

clustering, etc. It is necessary to examine these in the dealing with such a huge dataset.  

In practice, it is often a problem that the time series is not available for the whole year 

in the case of individual consumption curves. As the mixture model is less sensitive to small 

sample size, it is worth examining – within sensible limits – whether it is more efficient or 

whether it yields more applicable results compared to more sample size sensitive solutions in 

such cases where the information is available only for a fraction of a year.  

Although it is true that mixture regression produced consistent standard errors with re-

siduals, globally, the ratio of observations outside the confidence interval is still higher than 

what is expected based on the confidence level (however, it has been shown that the perfor-

mance of SARMA models is roughly similar). It is worth investigating if working with the 

mixture of other distributions instead of the normal distribution produces better results. The 

fact that the ratio of observations outside the confidence interval is higher than what is ex-

plained by the confidence level points to the necessity of using fat-tailed distributions. Testing 

this hypothesis and seeking a general, easy-to-apply technique for such an amount of a heter-

ogeneous set of curves is definitely an exciting research task.  

Another possible direction for further research involves the inclusion of further weath-

er (or other types of) variables besides temperature – even for the handling of the phenome-

non mentioned above. Regarding weather variables it is of course inevitable that their quality 

is appropriate, because even the literature is not uniform in this respect – such as in the case of 

temperature (often not even concerning the existence of the relationship). Nevertheless, as the 

effect of the temperature is by far the strongest, in longer term planning or in the planning of 

the yearly consumption of a consumer, temperature may be enough. The inclusion of other 

variables can only have real benefits if it is, for example, separately measured energy use that 

needs to be modelled. All of this, of course, requires appropriate technical infrastructure – 

even in terms of the frequency of metering (recording data) in the case of both consumption 

and exogenous variables.  

In this dissertation it has often been stressed that ‘classical’ profiling techniques applied 

on curves after having removed weather effects show fewer options for progress; especially 

considering that the weather-dependent part of consumption is more difficult to influ-
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ence, and is more price-inflexible. These results in connection with measuring weather-

dependent uncertainty are definitely a useful starting point for related studies.  

What is definitely a promising opportunity for further development in the future is the 

examination of the portfolio effect mainly with regard to modelling the correlation between 

error terms. An approximate estimation of this may be the calculation of linear correlation 

coefficients for various periods. Based on the example in Appendix F) it is deemed likely that 

the degree of the diversification of volume risk is time-dependent, as the correlation of residu-

als9 is also time-dependent. Nevertheless, quantification may be possible in the framework of 

the mixture model. As mixture models estimate the components of variables with different 

covariance structures, and this is transformed to errors as well, it may ease modelling of the 

co-movement of errors, covariance – that is, essentially the portfolio effect – in one single 

step.  

For every statistical model it is important to evaluate the out-of-sample performance. 

This dissertation provided only limited opportunities to do so, as only yearly curves were 

available. The evaluation of static forecasts (that is forecasts for one period ahead) has essen-

tially taken place; therefore, an especially interesting field is the creation and evaluation of 

dynamic forecasts (that is forecasts for multiple periods ahead).  

Besides the above, there are further potential fields of research that are slightly different 

from the focus of this dissertation, but need to be mentioned here. The chapter on the previous 

research results has – for example – mentioned a technique (also empirically reproduced here) 

where each daily curve has been modelled as a mixture of the normal distribution density 

functions. The method can potentially estimate the time of peak within a day. Nowadays it is 

gaining an important role as there are many such tendencies (such as the spread of electric 

cars), that – if they gain greater volume – can fundamentally reshape system level daily pro-

file with the shifting of daily peaks – both in time and magnitude.  

It is worth noting that the formulation of the first hypothesis of this paper was induced 

by the fact that profiling uses basically daily profile curves. As the highest ratio of the vari-

ance explained of the curves is by intraday seasonality, these techniques do not provide such 

misleading results in the case of electricity curves. As a consequence it is worth examining 

other energy sectors (such as natural gas, where for many consumers the heating effect is 

dominant) not only from the perspective of profiling, but also regarding volume risk, where 

an important proportion of the variance is not dominated by the intraday seasonality, but by 

                                                           
9 Even its significance, or the lack of it. 
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the weather. Here, mixture model-based profile may have an even greater benefit compared to 

classical techniques than what has been shown in this paper.  

Likewise interesting is the field of examining the uncertainty of the supply side (in 

electricity markets, basically the power plants) in addition to the demand side. The difficulty 

here often lies in the fact that in the case of weather-dependent suppliers it is necessary to 

have local, onsite weather data (wind speed, solar radiation, cloud coverage, humidity, etc.) 

measured on the place of production; as the information from classical meteorological data 

services is often not quite appropriate. At the same time, the fundamental exploration of non-

linearity or the interaction effects between variables and the simultaneous quantification of 

uncertainty (see for example the evaluation of the reliability of production schedules) is a re-

quirement here as well, and the examples for the simultaneous modelling of both on the sup-

ply side is scarce.  

In connection with this, it is also important to match both the demand and the supply 

side, both in profile and in the uncertainty of the profile. It is especially important to highlight 

here the increasing spread of domestic smart metering in the future, where the quantity of data 

to become available – with the more exact knowledge of the behaviour of small consumers – 

will provide useful additional information on the evaluation of domestic (household) energy 

production projects. 
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